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Abstract. The fifth edition of the CheckThat! Lab is held as part of
the 2022 Conference and Labs of the Evaluation Forum (CLEF). The
lab evaluates technology supporting various factuality tasks in seven lan-
guages: Arabic, Bulgarian, Dutch, English, German, Spanish, and Turk-
ish. Task 1 focuses on disinformation related to the ongoing COVID-19
infodemic and politics, and asks to predict whether a tweet is worth fact-
checking, contains a verifiable factual claim, is harmful to the society, or
is of interest to policy makers and why. Task 2 asks to retrieve claims
that have been previously fact-checked and that could be useful to verify
the claim in a tweet. Task 3 is to predict the veracity of a news article.
Tasks 1 and 3 are classification problems, while Task 2 is a ranking one.

Keywords: Fact-Checking, Disinformation, Misinformation, Check-Worthiness,
Verified Claim Retrieval, Fake News, Factuality, COVID-19.

1 Introduction

The mission of the CheckThat! lab is to foster the development of technology to
assist in the process of fact-checking news articles, political debates, and social
media posts. Four editions of the lab have been held previously, targeting various
natural language processing and information retrieval tasks related to factuality.



The 2018 edition of the lab focused on check-worthiness and fact-checking of
claims in political debates [54]. The 2019 edition covered the various modules
necessary to verify a claim: from check-worthiness, to ranking and classification
of evidence in the form of Web pages, to actual fact-checking of claims against
specific text snippets [24, 25]. The 2020 edition featured three main tasks: detect-
ing previously fact-checked claims, evidence retrieval, and actual fact-checking
of claims [9,11]. Similarly, the 2021 edition focused on detecting check-worthy
claims, previously fact-checked claims, and fake news [56,57]. Whereas the first
editions focused mostly on political debates and speeches, and eventually tweets,
the 2021 edition added the verification of news articles. Notably, all editions cov-
ered one of the most important initial stages in the fact-checking process: the
identification of check-worthy claims —in debates, speeches, press conferences,
and tweets. Finally, over the years, CheckThat! has witnessed an expansion in
terms of language coverage, going from two (Arabic and English) to seven lan-
guages now (Arabic, Bulgarian, Dutch, English, German, Spanish, and Turkish).

The 2022 edition of the lab features three tasks to foster the technology on
three timely problems in multiple languages.! Task 1 asks to detect relevant
tweets: check-worthy, verifiable, harmful, and attention-worthy. Task 2 aims at
detecting previously fact-checking claims. Task 3 focuses on checking the factual-
ity of news articles. Automated systems to detect and to verify such multifaceted
aspects can be very useful as supportive technology for investigative journalism,
as they could provide help and guidance, thus saving time [3,27, 37,39, 55, 81].
For example, a system could automatically identify check-worthy claims, could
make sure they have not been fact-checked before by a reputable fact-checking
organization, and can then present them to a journalist for further analysis in a
ranked list. Similarly, a system can identify harmful and attention-worthy social
media content to support different stakeholders in their day-to-day decision-
making process.

2 Description of the Tasks

The lab is organized around three tasks, each of which in turn has several sub-
tasks. Figure 1 shows the full CheckThat! verification pipeline, with the three
tasks we target this year highlighted.

2.1 Task 1: Identifying Relevant Claims in Tweets

Task 1 has four subtasks, three binary and one multi-class; Table 1 shows the
class labels for each task. More detail about the original dataset on which this
task is based can be found in [2, 3].

Subtask 1A: Check-Worthiness Estimation Given a tweet, predict whether
it is worth fact-checking by professional fact-checkers.

Subtask 1B: Verifiable Factual Claims Detection. Given a tweet, predict
whether it contains a verifiable factual claim.

! http://sites.google.com/view/clef2022-checkthat/
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Fig. 1. The full verification pipeline. The lab covers three tasks from this pipeline:
1. identifying relevant claims in tweets, 2. verified claim retrieval, and 3. fake news
detection. The languages covered are Arabic (ar), Bulgarian (bg), Dutch (nl), English
(en), German (de), Spanish (es), and Turkish (tr).

Subtask 1A Subtask 1C Subtask 1D

1. No 1. No 1. No 6. Yes, contains advice

2. Yes 2. Yes 2. Yes, asks question 7. Yes, discusses action taken
Subtask 1B 3. Yes, blame authorities 8. Yes, discusses cure

1. No 4. Yes, calls for action 9. Yes, other

2. Yes 5. Yes, Harmful

Table 1. Overview of the classes for Subtasks 1A, 1B, 1C, and 1D.

Subtask 1C: Harmful Tweet Detection. Given a tweet, predict whether it
is harmful to the society.

Subtask 1D: Attention-Worthy Tweet Detection. Given a tweet, predict
whether it should get the attention of policy makers and why.

2.2 Task 2: Detecting Previously Fact-Checked Claims

Given a check-worthy claim, and a set of previously-checked claims, determine
whether the claim has been previously fact-checked with respect to a collection
of fact-checked claims [67, 69].

Subtask 2A: Detecting previously fact-checked claims from tweets.
Given a tweet, detect whether the claim the tweet makes was previously fact-
checked with respect to a collection of previously fact-checked claims. This is a
ranking task, where the systems are asked to produce a list of top-n candidates.
Subtask 2B: Detecting previously fact-checked claims in political de-
bates/speeches. Within the context of a political debate or a speech, detect
whether a claim has been previously fact-checked with respect to a collection of
previously fact-checked claims. This is a ranking task, where systems are asked
to produce a list of top-n candidates. It is offered in English only.
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1A 4.1k 2.6k 3.0k 1.9k 15.0k 3.6k |[2A: Input-claim 908 1.6k|2B: Input-claim 752

1B 6.2k 4.0k 4.7k 4.0k 3.8k |2A: Input-VC 1.0k 1.6k |[2B: Input-VC 869
1C 6.1k 4.0k 4.7k 4.0k 3.8k|2A: VC 30.3k 13.8k|2B: VC 20.7k
1D 6.1k 4.0k 4.7k 4.0k 3.8k 3 1.8k 650

*The process of crawling and annotating the data is not finished, and the final number will vary.

Table 2. Data for all tasks. VC': Verified claim, Input-VC': Input—verified claim pair.

2.3 Task 3: Fake News Detection

This task targets news articles. Given the text and the title of an article, deter-
mine whether the main claim made in the article is true, partially true, false, or
other (e.g., articles in dispute and unproven articles) 75, 76]. This task is offered
as a monolingual task in English and an English-German cross-lingual task.

3 Data

Table 2 summarizes the data available for each task and for each language.
Task 1: Identifying Relevant Claims in Tweets. We have more than 34K
annotations about several topics, including COVID-19 and politics, which cover
all subtasks 1A-1D [10,57].

Task 2: Detecting Previously Fact-Checked Claims. For Subtask 2A, we
have 1,400 annotated examples ranging from 2016 till 2021. The test set comes
from Snopes. For more details, refer to [71]. For Subtask 2B, we have 800 claims
available for training [70].

Task 3: Fake News Detection We have 1,254 annotated examples in English
on various topics including COVID-19, climate change, and politics from the
2021 edition of the lab [77]. We provide a new test set for English and a similarly
annotated test data set in German.

4 Evaluation Measures

For the classification tasks 1A and 1C, we use the F; measure with respect to the
positive class, for Task 1B, we use accuracy, and for Task 1D, we use weighted-
F;. For the ranking problems in Tasks 2A and 2B, the official evaluation measure
is Mean Average Precision (MAP), as in the two previous editions of these tasks.
We also report reciprocal rank, and PQk for k € {1, 3,5, 10,20, 30}. Finally, for
Task 3, we use macro-average Fi-measure as the official evaluation measure.

5 Previously in the CheckThat! Lab

Four editions of CheckThat! have been held so far, and some of the tasks in the
2022 edition are closely related to tasks from previous editions. Thus, considering
the most successful approaches applied in the past is a good starting point to
address the 2022 tasks. Below, we briefly discuss the tasks from previous years.



5.1 CheckThat! 2021

Task 15921. Given a topic and a set of potentially related tweets (or political de-
bates/speeches), rank the tweets (or the sentences in the political debate/speech)
according to their check-worthiness for the topic. BERT, AraBERT, and RoBERTa
were by far the most popular large-scale pre-trained language models for the
task [72,83]. Other approaches used WordNet [85] and LIWC [66].

Task 25p21. Given a tweet, a political debate, or a speech, detect whether
the claim it makes was previously fact-checked with respect to a collection of
fact-checked claims. The most successful approaches were based on AraBERT,
RoBERTa, and Sentence-BERT [18,47, 65].

Task 35021. Given the text and the title of a news article, determine whether
the main claim it makes is true, partially true, false, or other. Also, identify the
domain of the article: health, crime, climate, elections, or education. The most
successful pre-trained language model was RoBERTa [7, 19, 44]. Ensembles were
also popular, with components using BERT [44] and LSTMs [19, 44].

5.2 CheckThat! 2020

Task 15p29. Given a topic and a stream of potentially-related tweets, rank
the tweets by check-worthiness for the topic [35, 73]. The most successful runs
adopted state-of-the-art transformers. The top-ranked teams for the English ver-
sion of this task used BERT [17] and RoBERTa [60, 82]. For the Arabic version,
the top systems used AraBERT [42,82] and a multilingual BERT [34].

Task 25p29. Given a check-worthy claim and a collection of previously verified
claims, rank these verified claims, so that those that verify the input claim (or a
sub-claim in it) are ranked on top [73]. The most effective approaches fine-tuned
BERT or RoBERTa [13].

Task 32920. Given a check-worthy claim in a tweet on a specific topic and a set
of text snippets extracted from potentially relevant Web pages, return a ranked
list of evidence snippets for the claim.

Task 45429. Given a check-worthy claim on a specific topic and a set of potentially-
relevant Web pages, predict the veracity of the claim [35]. The top model used a
scoring function that computes the degree of concordance and negation between
a claim and all input text snippets for that claim [80].

Task 59029. Given a debate segmented into sentences, together with speaker
information, prioritize sentences for fact-checking [73]. Only one out of eight
runs outperformed a strong bi-LSTM baseline [46].

5.3 CheckThat! 2019

Task 19919. Given a political debate, an interview, or a speech, rank its sentences
by the priority with which they should be fact-checked [5]. The most successful
approaches used neural networks for the individual classification of the instances,
e.g., based on domain-specific word embeddings, syntactic dependencies, and
LSTMs [33].



Task 25919. Given a claim and a set of potentially relevant Web pages, identify
which of these pages (and passages thereof) are useful for a human to fact-check
the claim. Finally, determine the factuality of the claim [36]. The best approach
used textual entailment and external data [28].

5.4 CheckThat! 2018

Task 15015. It was identical to Task 1ag19 [4]. The best approaches used pseudo-
speeches as a concatenation of all interventions by a debater [87], and represented
the entries with embeddings, POS tags, and syntactic dependencies [32].

Task 23015. Given a check-worthy claim in the form of a (transcribed) sentence,
determine whether the claim is true, half-true, or false [12]. The best approach
grabbed information from the Web and fed the claim with the most similar Web
text into a CNN [32].

6 Related Work

There has been a lot of research on checking the factuality of a claim, of a news
article, or of an information source [6,8, 41,45, 51,59, 64, 68, 86]. Special atten-
tion has been paid to disinformation and misinformation in social media [30,
43,49, 74,78, 84], more recently with focus on fighting the COVID-19 infodemic
[2,3,52,53]. Check-worthiness estimation is still an understudied problem, espe-
cially in social media [27,37-40, 81], and fake news detection for news articles is
mostly approached as a binary classification problem [59, 61].

CheckThat! is related to several tasks at SemEval: on determining rumour
veracity [22, 29], on stance detection [50], on fact-checking in community question
answering forums [48], on propaganda detection [21, 23], and on semantic textual
similarity [1,58]. It is also related to the FEVER task [79] on fact extraction
and verification, to the Fake News Challenge [31,63], to the FakeNews task at
MediaEval [62], as well as to the NLP4IF tasks on propaganda detection [20]
and on fighting the COVID-19 infodemic in social media [68].

7 Conclusion

We presented the 2022 edition of the CheckThat! lab, which features tasks that
span the full fact-checking pipeline: from spotting check-worthy claims to check-
ing whether an input claim has been fact-checked before. We further have a fake
news detection task. Last but not least, in line with one of the main missions of
CLEF, we promote multi-linguality by offering tasks in seven languages: Arabic,
Bulgarian, Dutch, English, German, Spanish, and Turkish.
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