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Abstract

Molecular spectroscopy techniques are unique tools to probe molecular systems non-invasively and investigate their structure,
properties, and dynamics in different environments and physicochemical conditions. Different spectroscopic techniques and their
combination can lead to a more comprehensive picture of investigated systems. However, the increasing sophistication of these
experimental techniques makes it more and more complex and difficult to interpret the results without the help of computational
chemistry. As a consequence, computational molecular spectroscopy has progressively changed from a highly specialized field to a
general tool also employed by experimentally-oriented researchers. Computational spectroscopy, born as a branch of quantum
chemistry for providing predictions of spectroscopic properties and features, evolved as an independent field. In this Primer, we
focus on the characterization of medium-sized molecular systems by means of different spectroscopic techniques. We first provide
essential information about the characteristics, accuracy and limitations of the available computational approaches, and select
examples with the aim of illustrating general trends, that is outcomes of general validity that can be used for modeling spectroscopic
phenomena. We emphasize the need for estimating error bars and limitations, coupling accuracy with interpretability, and discuss
the results in terms of widely recognized chemical concepts.



[H1] 1. Introduction

Spectroscopy is the experimental way to study the electronic structure of a system, which is
intimately connected to its molecular structure, chemical linkages, and reactivity. Molecular
spectroscopy can probe any system in a non-invasive way, thus allowing the investigation of
structure and properties in different environments and/or physicochemical conditions. The
molecules addressed in this Primer fall into the category of medium-sized systems, which range in
dimension from a dozen atoms (such as the smallest amino acid, glycine) to several tens of atoms
(e.g. chlorophyll). Almost all possible environments will be considered: from gas phase to solution,
to crystals.

Among the various spectroscopic techniques,'™ rotational spectroscopy is the most accurate and
reliable source for structural information and dynamics of gas-phase molecules.®? Similarly,
vibrational spectroscopy permits the characterization of molecules in terms of conformation,
chemical linkage, and mutual interactions among atoms and atomic charges modulated by the
temperature and environmental effects. Indeed, while rotational spectroscopy is limited to the gas
phase, vibrational spectroscopic techniques can also investigate condensed phases. For these
reasons, vibrational spectroscopies (infrared, Raman, as well as their chiral counterparts) are
commonly employed for characterizing the structure and dynamical behavior of molecular systems.
Electronic spectroscopic techniques, in gas or condensed phases, deal with transitions between
different electronic states, thus giving access to the characterization of the molecular system in
excited electronic states.

Modern high-resolution experimental spectroscopy may involve the acquisition of spectra resolving
hundreds, if not thousands of peaks, which is the case, for example, of rotational [G] and ro-
vibrational [G] spectra of polyatomic, asymmetric molecules as well as electron spin resonance (ESR
[G]) spectra of metalorganic complexes. This spectral overcrowding means the interpretation of
high-resolution spectra without the help of quantum chemistry (QC) is a daunting if not impossible
task. Indeed, computational spectroscopy, born as a branch of quantum chemistry for providing
predictions of spectroscopic properties and features, evolved as an independent field. Currently,
theoretical studies in the field of molecular spectroscopy play three roles: interpretation,
complementarity, and prediction and support of experimental results. Computational spectroscopy
exploits theoretical models, provides tools and computer codes, and validates procedures for the
prediction, analysis, interpretation, and understanding of spectroscopic features, properties and/or
phenomena. There are several aspects and reasons that contribute to make computational
spectroscopy an unavoidable tool in the field of molecular spectroscopy. While there is no room for
addressing them in all detail*3>8, in the following we emphasize the topics we consider of primary
importance.

In terms of spectral interpretation, spectroscopic experiments often need a broad computational
investigation. For example, in order to analyze a recorded rotational or vibrational spectrum of
flexible molecular systems, a computational conformational analysis as well as subsequent spectral
predictions and simulations are necessary to understand which conformers [G] contribute and how.
QC also helps identify which aspects of a given structure are responsible for a specific spectroscopic
property. Computational studies can establish structure/property relationships as they allow the on
or off switching of specific effects and the analysis of the impact of these changes on the simulated
spectrum. To give an example, in organometallic complexes, there is a strong relationship between
metal-ligand bond distances and Mdssbauer isomer shifts [G]. Combining broad computational



studies with a focus on structure-property relationships can, for example, identify short-lived and
unstable species (in either ground or excited states).

In terms of complementarity, one of the goals of experimental spectroscopy is to understand the
structure and bonding in molecule, although what is actually measured are the frequencies of light
that are absorbed. Computational spectroscopy can act as a bridge between experiments and
underlying physical properties, as it provides the theoretical expressions linking observable
measurements and molecular properties. Computational and experimental spectroscopy can also
be used to benchmark each other.’® Experimental spectroscopy is extremely sensitive to the
electronic structure of a given system, and it is one of the best ways to verify the reliability and
accuracy of theoretical predictions and validate QC calculation results. In parallel, experimentally
accessible spectroscopic properties may be much more sensitive to molecular structure than total
energies, which are often not experimentally measurable.

In terms of prediction and support, the combination of theory and experiment provides
experimentally calibrated or experimentally guided insights into electronic structure and, hence,
can serve as a guide to the reactivity of systems. The prediction and interpretation of structural
properties and dynamic behavior of molecules is at the heart of a deeper understanding of their
stability and chemical reactivity. Furthermore, understanding electronic structure and how is
reflected in the spectroscopic properties can give insights into entire classes of compounds, rather
than only for individual molecules. Computational spectroscopy can also act as the link between
different experimental techniques that traditionally were analyzed separately, such as, for example,
infrared (IR), Raman, Resonance Raman, ultraviolet—visible absorption or fluorescence (as well as
their chiral counterparts), and electron magnetic resonance. QC computations yield direct
information on many properties of molecular systems, which can link the molecular properties
measured using different experimental techniques. Finally, while peak positions and intensities
provide information on the structure of the system, the spectral line-shape is related to dynamical
(e.g. fluctuation) aspects. As a consequence, vis-a-vis comparison between simulated and
experimental spectra also gives access to these features.

Figure 1 provides a schematic representation of the types of transitions involved in the
spectroscopies addressed in this Primer: rotational, vibrational and vibronic spectroscopy. These
techniques investigate the transitions between the corresponding energy levels. Together with
them, their chiral counterparts, the alternative approach for rotational and vibrational
spectroscopies denoted Diffusion Monte Carlo (DMC), and magnetic resonance spectroscopies will
be also considered. Figure 1 also allows us to point out the physical aspects underlying each
spectroscopic technique. For instance, rotational spectroscopy is related to the rotational motion
of the molecular system under consideration, and it can thus be carried out experimentally only in
the gas phase. Vibrational spectroscopy describes instead vibrational motion of the atoms within
the molecule, and it can be therefore exploited also in condensed phases. The approach mainly
followed in this Primer for obtaining the energy levels (DMC being the major exception) is based on
effective Hamiltonians and the resolution of the corresponding Schrédinger equation.
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Figure 1. Schematic representation of the energy levels, obtained from the resolution of the opportune
Schrédinger equation, and the types of possible transitions. Blue arrows denote the transitions involving a
change in the electronic state (from left to right: from thicker to thinner, electronic, vibronic and rovibronic
transitions). Red arrows denote the transitions involving different vibrational states (from left to right:
vibrational and ro-vibrational transitions). Green arrows denote the transitions only involving rotational energy
levels. Dark grey arrows denote the transitions between energy levels obtained from magnetic field splitting.

This Primer is organized as follows. The next section, titled Experimentation, provides the
theoretical foundations and computational requirements of the spectroscopic techniques
mentioned above. In the subsequent section, some specific results for these spectroscopic
techniques are presented, like e.g. the derivation of structural information and the determination
of the absolute configuration (AC) [G] of chiral molecules. The fourth section, devoted to
applications, reports a selection of significant examples such as Astrochemical studies and the
characterization of biomolecules and transition metal complexes. In the next two sections the issues
of reproducibility and data deposition, and limitations and optimizations will be addressed,
respectively. Finally, outlook and perspectives will be provided.



[H1] 2. Experimentation

In the framework of a Primer dedicated to computational spectroscopy, we translate the
instrumentation, experimental design, and equipment to the language of the computational world
and discuss the theoretical foundations, computational requirements, and codes. In this section, we
start with the theory underlying the spectroscopic phenomena associated with molecular systems,
attempting to keep the treatment of mathematical expressions as simple as possible. We then move
to the computational requirements needed to reach the desired accuracy. We conclude the section
with a schematic presentation of some representative computer codes that are currently employed
in the field of computational spectroscopy.

[H2] 2.1. Theoretical foundations

The goal of computational spectroscopy is to couple accurate theoretical results with the
interpretation of the experimental outcomes by using well-defined models. Theoretical analysis of
spectroscopic phenomenais related to the transitions between the energy levels [G] (Emoi) of a given
molecule (see Figure 1), which can be obtained from the solution of the corresponding Schrédinger
equation:

Hno1(r, R)|¥ (1, R)) = Epot|¥(r,R))  (Equation 1)

where H,,,,(r,R) is the molecular Hamiltonian [G] (that is the Hamiltonian associated to the
molecular system under consideration), with R and r being the position arrays [G] of the nuclei and
electrons, respectively; |¥ (7, R)) is the wave function [G] denoting the state of the molecule. As
Equation 1 is unsolvable for the majority of the molecular systems, approximations must be
introduced in order to obtain energy levels. The Born-Oppenheimer (BO) [G] approximation?°
permits the separation of nuclei and electrons motions, thus leading to electronic and nuclear
Schrddinger equations. Once nuclear and electronic motions are separated, a further approximation
is required to simplify the nuclear Schrédinger equation. This is provided by the Eckart-Sayvetz
conditions,??2 which factors out the translational motion and minimizes the couplings between
vibrations and rotations. One of the major consequences of the BO approximation is the definition
of the concept of potential energy surface (PES) [G], which is a function of the nuclear coordinates
and provides the relationship between the electronic energy of a molecule (from the resolution of
the electronic Schrodinger equation) and its geometry. Stable molecular structures (equilibrium
structures) are minima on the PES. A mathematical description of the PES enters the Hamiltonian of
the nuclear Schrédinger equation and, to simplify the treatment, it is often expressed in terms of
force constants, which are the derivatives of the electronic energies with respect to nuclear
coordinates evaluated at the minimum.

Here, we focus on the nuclear Schrédinger equation and, in the following, its resolution by means
of perturbation theory techniques is presented. The advantage of perturbation theory is that it is
generally accurate, and it is a powerful interpretative tool allowing a direct connection with the
parameters that are used by experimentalists to fit their spectra. The most common approach for
considering nuclear quantum effects and obtaining the energies and wave functions needed to
study spectroscopic properties involves solving the time-independent Schrédinger equation:

A, (R)|¥,,(R)) = E,-|¥,(R))  (Equation 2)



with the Watson Hamiltonian?® H,,, being the most widely used Hamiltonian for the description of
the vibro-rotational motion of semi-rigid molecular systems. The Watson Hamiltonian is expressed
in terms of the dimensionless normal coordinates [G] (g) and their conjugate momenta (p) referred
to the equilibrium geometry of the system within a reference frame (principal inertia system)
centered in the center of mass and oriented in order to diagonalize the equilibrium inertia tensor
[G] (Eckart-Seyvetz conditions):

—~ 1 A ~ - ~ 1 A 1 .
Hvr = EZa,ﬁ(]a - T[a).uaﬁ (]B - 77:[5’) + EZr Wy p? + V(q) - EZa Haa (Equatlon 3)

where the g are linear combinations of the displacements of the Cartesian coordinates of the atoms.
The harmonic wavenumber associated to the r-th normal coordinate is denoted by w,, and qg
denotes an element of the inverse inertia tensor. J, is the rotational angular-momentum operator
about axis a, and 77, represents the a-th component of vibrational angular momentum. Since the
exact form of the inverse molecular inertia tensor p and the potential energy V are unknown, they
are expanded as Taylor series with respect to q. A detailed account can be found in refs. 2324,

A different procedure is offered by a Hamiltonian-independent approach based on inverting the
information contained in the experimental spectroscopic transitions [G] in order to derive the
corresponding energy levels. After collecting all available (experimentally) measured transitions and
selecting the most accurate data (i.e. those affected by the low errors), and compiling them into a
database, spectroscopic networks are established in order to interconnect the energy levels. A
spectroscopic network is a graph where the nodes are the energy levels and the links are the
transitions. Inversion of the transitions through a weighted least-squares-type procedure results in
the energy levels and associated uncertainties. The MARVEL (Measured Active Rotational-
Vibrational Energy Levels) protocol in the field of ro-vibrational spectroscopy?>2?® provides an
illustrative example.

[H3] 2.1.1. Rotational Spectroscopy

To address rotational spectroscopy, the first step is the definition of a suitable Hamiltonian. The
starting point is the Watson Hamiltonian, from which the rotational part should be extracted. To
accomplish this, a contact transformation [G] is applied to the vibro-rotational Hamiltonian in
Equation 2, and this leads to a block-diagonal effective Hamiltonian.?” Each of these blocks is
labelled in terms of the powers of q and p, and powers of J: the power of the former (vibrational) is
referred to as n and that of the latter (rotational) to /. Thus, the vibro-rotational Hamiltonian is now
indicated as H,;. By retaining the pure rotational and centrifugal-distortion terms (i.e. all
Hamiltonian terms with n = 0), the rotational Hamiltonian is obtained:

H., = Hy, + Hyy + Hys  (Equation 4)

where H,, and H,4 are the quartic and sextic centrifugal-distortion terms, and Hy, is the rigid-rotor
Hamiltonian:

Hy, = ZiBieqfiz (Equation 5)

wherefl- is the projection of the rotational angular momentum operator along the i-th inertial axis,
and the Bieq terms represent the equilibrium rotational constants, which are inversely proportional



to the corresponding components of the inertia tensor (diagonal in the principal inertia system),
which in turn only depends on the equilibrium structure and the isotopic masses of the molecule
under consideration.?® From a computational point of view, equilibrium rotational constants are
derived from geometry optimization, the computational procedure that leads to the identification
of the equilibrium structure. The accuracy of the equilibrium rotational constants therefore depends
on the accuracy of this procedure.

To provide a description of the rotational motion that adheres to the real world, it is mandatory to
go beyond the rigid-rotor approximation and include centrifugal distortion (H,,, Hys, and even
higher-order terms)?’22 in the treatment. In the expression of the centrifugal-distortion terms, the
opportune power of the rotational angular momentum operator (which is expressed by the
subscript of H) multiplies the centrifugal distortion constants. For the computational determination
of the latter, different approximations of the PES entering the Hamiltonian are required: the
harmonic [G] part for the quartics (H,,) and an anharmonic description [G] for the sextics (Hyg).
The tilde-sign denotes the result from a Hamiltonian reduction (interested readers are referred
to2’2%). It has to be noted that the Hamiltonian of Eq. 4 applies to the semirigid-rotor approximation
case (where the term “semirigid” implies the treatment of centrifugal distortion) and do not take
the effect of molecular vibrations into account. For a more accurate and realistic treatment, the
terms describing the vibration-rotation interaction need to be incorporated. These lead to the
description of the dependence of the rotational and centrifugal constants on the vibrational
guantum numbers.

The interactions of the molecular electric and/or magnetic fields with the nuclear or electron (for
open-shell species) moments introduce additional terms in the rotational Hamiltonian,?® and are
responsible for the hyperfine structure in rotational spectra (these aspects are detailed later in the
text). It should be noted that some of these hyperfine interactions are at the basis of magnetic
spectroscopies such as nuclear magnetic resonance (NMR [G])*° and ESR3%3! for interaction with
nuclear and electron moments, respectively. Although a detailed analysis of those spectroscopies is
outside the scope of the present primer, they play a central role in the study of biological molecules
and transition metal complexes in condensed phases.3%33

[H3] 2.1.2. Vibrational and Vibronic Spectroscopy
The terms of the vibro-rotational Hamiltonian of concern to vibrational spectroscopy are

Hyip = Hyg + Hzg+ Hyo + D (Equation 6)

where the last term D incorporates high-order pure vibrational terms as well as those representing
the interaction with the rotational motion (the so-called Coriolis couplings appearing among the
latter terms).?33* The rigid-rotor harmonic-oscillator model [G] corresponds to the first term (H2o),
and allows to compute wavenumbers (®) and intensities of the fundamental bands [G] (one-quanta
transitions from the vibrational ground state) based on second (quadratic) derivatives of energy
(quadratic force constants) and first derivatives of properties (e.g. dipole moment for IR spectra or
scalar product of electric and magnetic moment for vibrational circular dichroism, VCD3® [G]).

While a harmonic description of the PES entering the vibro-rotational Hamiltonian allows for a
simplified description of the vibrational motion, a more realistic picture of the PES requires including
anharmonic corrections. However, this complicates the resolution of the corresponding Schrédinger
equation, thereby often resorting to perturbation theory. Vibrational perturbation theory to the



second order [G] (VPT2)3¢% offers a very effective solution since the energy levels for all vibrational
states can be computed from well-defined combinations of Coriolis couplings together with third
and semi-diagonal fourth energy derivatives with respect to normal modes [G] (yii and ), leading
to the anharmonic wavenumbers for fundamentals, overtones [G], and combination bands [G]:32

AE;(0—1) =v; = w; + 2x; + ;Ziij)(ij (Equation 7)
AEl(O - 2) = 2(1)l' + 6Xii + Zi#:j)(ij = Zvi + 2)(1] (Equation 8)
1
AE;j(0-1,0—-1) = w; + o + 2x; + 2xj5 + 2xy; +§Zk¢i,j()(ik + Xj) = Vi v+ Xy
(Equation 9)

In analogy, anharmonic intensities can be obtained by a double-perturbative approach [G] in which,
for both energy and property, the terms beyond the second and first derivatives, respectively, are
treated as perturbations, with the unperturbed reference being the harmonic oscillator
Hamiltonian. Computationally, this model requires second- and semi-diagonal third derivatives of

the suitable property, with appropriate equations being derived up to three-quanta transitions.3>3%
41

The most common way to derive the anharmonic PES and property surface (PS [G]) required for
VPT2 computations is based on numerical differentiation of the analytical second derivatives of the
energy and the first derivatives of the properties.34*>43 However, energies and/or gradients can be
employed in numerical procedures*? and, for some electronic structure methods, fully analytical**°
derivations have also been reported. When taking into account resonance effects and/or decoupled
large amplitude motions by reduced-dimensionality variational approaches, this model is a very
effective working-horse for spectroscopic studies, in particular when dealing with medium- to large-
sized molecules.3*#3>3° The more so as vibro-rotational couplings can also be written in terms of
energy and rotational constant derivatives, without any additional electronic energy computation.*®
In this connection, effective analytical first and second derivatives of methods rooted into the
density functional theory (DFT [G]) together with general purpose vibrational perturbation
implementations and reduced dimensionality models are allowing for reliable yet feasible
anharmonic computations of vibrational (IR, Raman) spectra of large systems and also of their chiral
counterparts (for example VCD). Noted is that semi-diagonal third-energy derivatives with respect
to normal modes are sufficient to evaluate also first-order vibrational modulation effects on other
spectroscopic parameters (e.g. optical activity, hyperfine tensors, etc.).

Together with perturbative approaches, alternative methodologies are possible such as, e.g.
vibrational self-consistent field (VSCF),%’ vibrational configuration interaction (VCI),*® or vibrational
coupled clusters (VCC).* However, despite recent efforts,>® they remain much more difficult to
translate  into  black-box  procedures to be used also by non-specialists.

Moving to vibronic spectroscopy (vibrational transitions between different electronic states, see
Figure 1), vibrational signatures of one-photon absorption (OPA [G]) and one-photon emission (OPE
[G]) spectra including chiroptical ones (e.g. electronic circular dichroism, ECD [G]) and resonance
regimes (Resonance Raman) are defined by the overlaps between vibrational wavefunctions of the
initial (/) and final (F) electronic states ((Wg(7)|¥;(7))).>! Small amplitude vibrations can be
effectively analyzed by harmonic models,>?>® which take into account the difference between the
normal modes description in the initial (g/) and final (gr) states by using the Shift vector, K, and the
Duschinsky rotation matrix,>* J):



q =Jqr + K (Equation 10)

Strong, bright electronic transitions can be simulated in terms of equilibrium transition dipole
moments, dir (Franck-Condon approach®°¢), whereas inclusion of the transition dipole moment
first derivatives with respect to normal coordinates becomes mandatory for forbidden or weakly-
allowed transitions (Herzberg-Teller term>’):

(422 s @1 + [S0 e w19 ()] (Equation 11

with the sum over n (in the second term) running over the 3N-6 normal coordinates (3N-5 for linear
molecules, N being the number of atoms of the molecule). Finally, for flexible molecular systems
internal (in place of cartesian) coordinates must be employed whenever curvilinear effects cannot
be neglected (as it is usually the case for low-frequency modes like, e.g., torsions, inversions or ring
puckerings),”®>° and possibly also integrated with one-dimensional variational models for
decoupled large amplitude motions®®. The considerations above are limited to those cases where
the BO approximation applies. More advanced treatments, also including non-adiabatic
contributions, are needed for more involved situations (e.g. near conical intersections).

A sketch of the main spectroscopic techniques, which can be reliably simulated in this framework is

given in Figure 2, while for additional tutorial and review see refs.3461,62
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Figure 2. General theoretical framework for vibrational and vibronic spectroscopies, and their chiral
counterparts. Panel (a): schematic representation of the ground (red) and excited (blue) electronic state PESs,
vibrational energy levels and wavefunctions. The energy scale underestimate gap between the two electronic
states. Straight arrows represent transitions from the vibrational ground state: vibrational (red; IR and Raman)
and vibronic (involving both states, blue; OPA). Circled arrows stand for the interaction with circularly polarized
light corresponding to VCD (red), ROA (red) and ECD (blue) spectroscopies. Panel (b): schematic representation
of resulting vibrational and vibronic line positions and corresponding intensities. Panel (c): examples of
simulated and experimental spectra from refs 173>,



[H3] 2.1.3. Chiral Spectroscopy

The chiral spectroscopic techniques addressed in this Primer are limited to optical rotation (OR),
ECD and VCD, as well as Raman optical activity (ROA [G]). OR and ECD arise from the differential
refraction and absorption, respectively, for left and right circularly polarized light and are associated
with electronic transitions. Optical rotatory dispersion (ORD [G]) is the wavelength dependence of
the OR. VCD and ROA arise from the differential absorption and scattering, respectively, for left and
right circularly polarized light and are associated with vibrational transitions. The approximations
and models related to the vibrational wavefunctions and their overlaps are the same as described
in the previous section (2.1.2).

ORD is determined by the electric dipole — magnetic dipole polarizability, which is computed using
linear response methods as implemented in different QC software packages.®3%> Specifically, QC
programs report the specific rotation at each incident frequency in units of degrees dm™ (g/mL)?,
which can then be compared directly with the experiment. ECD and VCD are determined by the
dipole and rotational strengths of electronic or vibrational transitions, respectively, which are
related to the scalar products of the electric dipole and magnetic dipole transition moments. For
VCD, these are computed using linear response methods at either the harmonic*®®%’ or
anharmonic® level. The experiments measure the differential absorbance for left and right circularly
polarized light, which is typically converted to the differential molar extinction coefficient 4¢ (in
units of Mt cm?), which is related to the absorbance through Beer’s Law®® . Since experimental
band-shapes of VCD spectra are most frequently Lorentzian while the experimental band-shapes of
ECD spectra tend to be Gaussian, the appropriate line-shape function [G] is added to the calculated
Ae. For more detail and the relevant conversions, the reader is referred to %%%° for VCD and ©°7°
for ECD.

ROA is determined by electric, magnetic, and quadrupole polarizability transition moments of
vibrational transitions that are computed using linear response methods at either the
harmonic®” 772 or anharmonic®® level. In the far-from-resonance theory, where the exciting laser
radiation is far from the lowest allowed electronic excited state, ROA intensity differences are
determined by three tensor invariants constructed as linear combinations of products of these
polarizability tensors.>%7374 Depending on the choice of polarization modulation and scattering
geometry, several forms of ROA are obtained, although the most common is back scattered circular
polarization denoted as SCP(180). QC programs report the ROA scattering activities for a particular
experimental setup, which are then converted to a differential scattering cross section which
includes a factor of (v, — v;)*, where v, and v; are the wavenumbers for the incident frequency
and mode i, respectively®®7>7¢ Since experimental band shapes are typically Lorentzian, calculated
spectra are plotted using the Lorentzian line-shape function. As absolute ROA intensities are not
typically measured, it is common practice to label the intensity differences as I — I;, as is done for
the experimental spectra.

[H3] 2.1.4. Diffusion Monte Carlo (DMC)
An alternative to conventional time-independent computational approaches to rotational and
vibrational spectroscopy is offered by propagation of the time-dependent Schrodinger Equation as

Y1) = Xx Cne_T(E"_Vref)I(,bn) (Equation 12)

n

where |¢,,) is an eigenstate of the Hamiltonian, with energy E,””%¢ and 7 = it/h. When we
propagate an arbitrary wave function in imaginary time, at long times the leading contribution to

10



the wave function will be the ground state. Further, if Vier = Eo, the amplitude of the wave function
will remain constant. The advantage of DMC approaches over conventional approaches comes in
the representation of the wave function. In the simplest implementation of diffusion Monte Carlo,
|W (7)) is represented by an ensemble of localized functions, g(x — x;),

(x|P(0) =X;wi(Dg(x —x;)  (Equation 13)

At each time step in the simulation, each of the components of each of the x; is displaced by a
random value based on Gauss-random distributions, where the distribution for the jth atom has a

. ,A ) .
width of m—T , Where mj represents the corresponding mass. After the atoms are displaced, the
Jj

potential energy is evaluated, and the weight w;(7) is adjusted according to
w; (T + A1) = eVED=VreD4Tyy (1) (Equation 14)

This relatively simple algorithm provides a Monte Carlo sampling of the ground state wave function
for the molecule of interest based on the provided potential surface as well as the ground state
energy. By propagating the ensemble forward in time we can obtain the information required to
generate the ground state probability amplitude.®*%” Such information allows us to explore how the
molecule samples the potential and evaluate, for example, rotational constants for obtaining
rotational spectra. Finally, energies and wave functions for rotation or vibrationally excited states
can be obtained using this approach by imposing a nodal structure for these states.¢888° The major
advantage of DMC over more conventional approaches is that it allows a way to explore the role of
nuclear quantum effects in systems where the ground state wave function is delocalized among
multiple local minima on the potential surface. These are situations where approaches, like
perturbation theory, become less effective.

[H2] 2.2. Software for computational spectroscopy
Some available QC packages together with their potentialities and main features are provided in
Table 1.

Table 1. Selection of common software packages for computational spectroscopy applications: QC methodologies and main
spectroscopic features.

Software package Methodology Spectroscopic applications

CFOUR CC theory / MP2 Rotational spectroscopy: all parameters
http://www.cfour.de/ (analytic 2" derivatives) Vibrational spectroscopy: VPT2
[academic] CC composite schemes NMR/ESR spectroscopies: all parameters
Gaussian DFT/TD-DFT/MP2 Rotational spectroscopy: all parameters

https://gaussian.com/
[commercial]

(analytic Hessians)
CCSD(T) energies
amMm/QM’/MM/PCM

Vibr. Spectroscopy: IR, Raman, VCD, ROA
Electr. Spectroscopy: UV-Vis, ECD, RR, RROA
NMR/ESR spectroscopies: all parameters

Molpro
https://www.molpro.net/
[commercial]

CC and explicitly correlated CC
Multireference methods
DFT/TD-DFT

Rot. Spectroscopy: equilibrium rot. constants
Vibrational Spectroscopy: VSCF/VCI

NWCHEM
https://nwchemgit.github.io/
[academic]

CC theory energies

MP2 analytical gradients
DFT/TD-DFT

QM/MM
COSMO/SMD/VEM

Rot. spectroscopy: equilibrium rot. constants
Vibration spectroscopy: VSCF energies
Electr. Spectroscopy: UV-Vis

NMR: shielding tensors and indirect spin-spin

coupling
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ORCA
https://orcaforum.kofo.mpg.de/

app.php/portal

CC and explicitly correlated CC
Local correlation methods
Multireference methods

Rot. Spectroscopy: equilibrium rot. constants
Vibr. Spectrosc.: IR, Raman, res. Raman, NRVS
Electr. Spectroscopy: UV-Vis, ECD, MCD,

[academic] DFT/TD-DFT Fluorescence, Phosphoresence, Band shapes
QM/MM, Embedding schemes NMR/ESR spectroscopies: all parameters
Implicit solvation X-ray absorption/emission, RIXS, Mdssbauer

QChem CC theory (ground and excited | Rot. spectroscopy: equilibrium rot. constants

http://www.g-chem.com/
[commercial]

states, spin-flip methods), MP2/ADC
schemes
(energies and gradients)

Vibrational spectroscopy: IR/Raman, anharmonic
energies TOSH, VPT2, VCI
Electronic Spectroscopy: UV-Vis, RR

DFT/TD-DFT

QM/MM

PCM
PSI4 CC /MP2 Spectrosc. constants for diatomics from PES fit
http://www.psicode.org CCSD(T) gradients Rot. spectroscopy: equilibrium rot. constants
[academic] CC/MP2 composite schemes for | Vibrational spectroscopy: harmonic models,

energies, gradients and Hessians Electronic Spectroscopy: UV-Vis, OR
DFT/TD-DFT

Solvent via external codes

[H2] 2.3. Computational requirements
The computational requirements strongly depend on the type of spectroscopic technique under
consideration and the accuracy specifically required.

In the case of rotational and vibrational spectroscopies, the leading properties to be accurately
computed are the equilibrium rotational constants (which means equilibrium structure
determinations) and the harmonic frequencies (which implies harmonic force-field evaluations),
respectively. To obtain accurate results, one has to put effort on the electronic structure
calculations, the key point being to reduce as much as possible the errors due to the truncation of
both basis set (one-electron error) and wavefunction (N-electron error). To achieve this goal,
composite schemes have been set up: these evaluate the contributions important to reach high
accuracy at the best possible level and then combine them through the additivity approximation
(see, e.g., refs. 90-102) These usually involve the coupled-cluster (CC) theory [G] %% and in particular
the CC single and double excitations and a perturbative treatment of triples (CCSD(T)) [G]
method®4, which is often denoted as the “gold standard” for accurate calculations. On the other
hand, the introduction of explicitly-correlated (F12) treatments?® allows for partially recovering the
one-electron error without extrapolation techniques. The development of local-correlation
treatments based on pair natural orbital (PNO [G])1°%1%7 allows instead for improving the scaling of
coupled cluster treatments with the number of electrons.

From a computational point of view, going beyond the rigid-rotor harmonic-oscillator
approximation increases the complexity and the cost of electronic structure calculations, thus
requiring a reduction of the level of theory for the electronic computations as well as the
introduction of approximations for the solution of the nuclear problem. Concerning the former
issue, global-hybrid or double-hybrid density functionals'®®110 [G] provide an optimal alternative to
low-cost ab initio methodologies such as the Mgller-Plesset theory to second order (MP2)*!, while
VPT2 offers a powerful tool for the latter. The definition of hybrid coupled cluster/density functional
theory (CC/DFT) models, employing anharmonic corrections and/or property predictions beyond
the electric dipole moment from DFT, have been shown to represent nearly optimal compromises
between feasibility and accuracy.3>112113
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However, application of DFT approaches to computational spectroscopy studies requires careful
benchmarking of all the required properties. Unfortunately, most of the benchmark studies
reported so far have been focused on the accuracy of energetic properties, for selected equilibrium
structures,'*117 whose conclusions cannot be directly transferred to assess the accuracy of wider
regions of the PES (1) or other properties (2).52118120 Concerning the issue 1, flexible systems (like,
e.g., most biomolecules) are governed by flat potential energy surfaces, whose behavior cannot be
described in terms of the well-separated energy minima within nearly-harmonic basins, which have
been considered in most benchmarks. Focusing on point 2, the interpretation of important
spectroscopic techniques requires properties (e.g. magnetic dipole moments for chiroptical
techniques), whose computation has -however- not yet been validated in a comprehensive way.
Moreover, often second and higher analytical derivatives (of energy and properties) are not
implemented for some of DFT models, hampering their application in computational spectroscopy
studies. As a matter of fact, only a limited number of functionals and basis sets have been
benchmarked for geometric structures,*?°126 anharmonic vibrational frequencies,>118:119,126,127 g1 g
other spectroscopic properties.'%126 The situation is less advanced for excited electronic states, but
the first benchmark studies going beyond vertical excitation energies have been reported'?®12°,
Moreover, the recent implementation of analytical TD-DFT Hessians allows more efficient VPT2
computations for excited electronic states of medium- to large-sized molecules.'3° A more reliable,
but much more computational expensive alternative to DFT is offered by highly accurate Equation-
of-Motion-CC (EOM-CC [G])*3!. Nevertheless, despite the successful applications of these
approaches, multireference (MR) methods!3? cannot be avoided whenever nondynamic (static)
correlation [G] is important. Indeed, MR methods being based on wave functions described by the
linear combination of several electronic configuration are able to well address strong correlation
effects. We note in passing that modern linear or low-order scaling local correlation methods (based
on MP2 or CCSD(T)) have found increasing use in quantum chemistry and also in theoretical
spectroscopy!3313°> However, a more detailed description of these aspects is out of the scope of this
Primer.

The most generally applicable methods in transition-element theoretical spectroscopy (see section
4.3) are based on traditional®® or more recent (e.g. density matrix renormalization group [G],
DMRG!3¢) multireference wavefunction based theories. These methods can now be routinely
applied to larger molecules (100-200 atoms). While they have been used extensively in form of, for
example, complete active space perturbation theory to second order (CASPT2 [G])*37138 or N-
electron valence state perturbation theory to second-order (NEVPT2 [G])3°, severe limitations still
exist that will provide incentive for method developers for decades to come. A more thorough
description of these approaches and their strengths and weaknesses is outside the scope of this
Primer.

A non-exhaustive summary of the computational evaluation of spectroscopic parameters is
provided in Table 2, where - for each spectroscopic technique considered in this Primer - the (best)
accuracy obtainable, the type of computation required as well as the level of theory and the
affordable dimension of the system are collected. Noted is that this table is based on analytical
derivative techniques, which means that further extensions in terms of properties and levels of
theory can be reported.
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[bH1] Table 2. QC methodologies for the evaluation of spectroscopic parameters and associated accuracy.

Spectroscopy Spectroscopic parameters Accuracy QC calculations QC methodology & feasible number of atoms
Wave function DFT
Magnetic e  Chemical Shifts Moderate; Response property | CCSD(T) < 10 GGA < 2000
e  Spin-Spin Coupling Variable for | calculation for imaginary and | Local CCSD(T) <200 Hybrid < 1000
e g-tensor different triplet perturbations (Local) MP2 < 200 Double hybrid < 100
e  Zero-Field splitting nuclei HF <1000
e  Hyperfine coupling
e  Quadrupole coupling
e  Magnetizability
Nuclear e  Mossbauer 10°%eV Isomer shift, Quadrupole | CCSD <10 DFT < 1000
e NRVS <10% splittings, low-energy | DLPNO-CCSD < 100
vibrational modes
Rotational e  Rotational constants
Equilibrium <0.1% - | Geometry optimization Composite schemes < 30 Hybrid > 100
0.5% (minimum of the PES) MP2 < 20 Double-hybrid < 100
Vibrationally corrected Anharmonic force field CCSD(T)< 10 Hybrid < 100
0.1% - 2% (2 and 3rd energy deriv.) Double-hybrid < 20
e  Centrifugal (quartic) | <1% Harmonic force field Composite schemes < 15 Hybrid <30
distortion constants Double-hybrid < 20
Vibrational e  Vibrational freq.
Harmonic 1-20 cm? Harmonic force field Composite schemes < 15 Hybrid < 400
MP2 < 20 Double-hybrid < 50
Anharmonic 1-10 cmt Anharmonic contributions CCSD(T)< 10 Hybrid < 50
(VSCF/ VCl/ VPT2) (3rd + 4th energy derivatives) Double-hybrid < 20
e |R/Raman intensities
Harmonic 10 km mol? | dipole mom./polarizability: 1st | Composite schemes < 15 Hybrid < 100
der. wrt to nucl. coord. MP2 < 20 Double-hybrid < 50
Anharmonic 5 km mol? dipole mom./ polarizability: | CCSD(T) < 10 Hybrid < 50
2/3 der. wrt to nucl. Coord Double hybrid < 20
e  VCD/ROA intensities
Harmonic Magnetic moments: Hybrid < 100
10-30% 1st der. wrt to nucl. coord.
Anharmonic Magnetic moments: Hybrid < 50
2/3 der. wrt to nucl. coord.
Vibronic e  Electronic energy 0.1-0.5eV Initial - final state energy | MRCI, ADC TD-DFT < 200
difference between EOM-CCSD <50 TDA < 2000
DLPNO-STEOM-CCSD
150
e  Ground state
equilibrium structure, | (see Rotational and Vibrational)
normal modes and
frequencies
e Excited electronic state | 0.02-0.1 A Geometry optimization ADC(2) <50 TD-DFT < 100
equilibrium structure (minimum of the PES) EOM-CCSD,CC3 <15 TDA < 200
e  Excited electronic state | 30 cm? Harmonic force field | EOM-CCSD < 20 TD-DFT < 100
normal modes and (analytical or  numerical TDA < 200
Harmonic frequencies differentiation of analytical
gradient)
Anharmonic
frequencies 10 cm? Anharmonic contributions MRCI, EOM-CCSD < 6 TD-DF T <20
(3" + semi-diag. 4t deriv.)
e  OPA/OPE/ECD 0.2eV Electric and/or magnetic | EOM-CCSD, CC3 < 15 TD-DFT < 100
transition moment TDA < 200
e FC/HT 0.05 eV Transition moment TD-DFT < 100
derivatives
X-ray e  K-edge absorption leV Excitation energies EOM-CCSD < 20 TD-DFT < 1000
e L-edge absorption 10% relative | Multipole transition moments | MRCI < 10
. K-beta emission intensity NEVPT2 < 200
e RIXS (RO-)CIS < 1000
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[H1] 3. Results

In this section a few spectroscopic techniques have been selected to provide examples of how to
process, treat and interpret spectroscopic data, specifically for spectroscopies involving rotational
and vibrational motions.

[H2] 3.1. Rotational Spectroscopy for structural information

Despite the fact that rotational spectroscopy is the technique of choice for structural
determinations, such derivations are seldom straightforward. Indeed, extracting geometrical
parameters from the experimental information (rotational constants) is hampered by the number
of data (rotational constants) actually available and vibrational effects.® The fruitful interplay of
high-resolution spectroscopy and QC allows for overcoming such difficulties, thereby exploiting a
semiexperimental approach.

The semiexperimental approach leads to equilibrium structures (i.e., by definition, the geometries
corresponding to minima on the PES) by least-squares fitting the structural parameters to the

semiexperimental equilibrium rotational constants (Bis,f), which are determined by subtracting the

computed vibrational corrections (AnglC) from the experimental (vibrational) ground-state

rotational constants (B;,"):®

SE _
Bi,e - Bi,o

o) —ABfG' = B + ;Zn alt (Equation 15)

where i denotes the principal inertial axis (a, b or c; so that B;_, = A); the a] are the so-called
vibration-rotation interaction constants and the sum is taken over all fundamental vibrational
modes n.?¢ As evident from Eq. 15, resorting to equilibrium rotational constants allows to get rid of
vibrational effects (via the subtraction of the vibrational corrections). To overcome the limitation of
the number of experimental data (for a given isotopologue, there are at most three rotational
constants), different isotopic species are considered. In fact, these share the same equilibrium
structure because, within the BO approximation, the PES of a given molecule is isotope
independent. At the same time, they have different equilibrium rotational constants (because they
depend on the equilibrium structure and on the isotopic masses), thus increasing the amount of
experimental data. A sufficient number of isotopic species is required to have enough information
for a complete structural determination (i.e. to have more data than geometrical parameters). This
procedure is graphically described in Figure 3. Vice versa, high-level QC calculations allow accurate
predictions of the rotational parameters'® to be used for planning, guiding, and interpreting
experiment.3* Such an interplay can be enhanced by exploiting graphical tools able to visualize,
compare and manipulate spectra as well as to handle their assignment.'4!

While these accomplishments are well established for small to medium-sized, semi-rigid molecules
(such as those shown in Figure 3), the situation is more involved for larger (and usually less rigid)
molecular systems. In recent years, thanks to the introduction of laser ablation vaporization4? and
broadband® techniques, the targets of spectroscopic studies have been shifting towards flexible
molecules as well as non-covalent molecular complexes involving more than two molecules, both
categories being characterized by a large number of closely spaced energy minima (conformers or
isomers), all contributing to the overall spectrum. Therefore, a correct analysis of the latter requires
the knowledge of the rotational spectra of all isomers and/or conformers present in the gas-phase
mixture. Then, by weighting each contribution according to its population, the overall rotational
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spectrum is obtained. Therefore, an incomplete account of conformers [G] can easily generate an
unsatisfactory modeling; the situation is similar to the case of a wrong equilibrium structure
determination when considering a semi-rigid molecule. To overcome these difficulties, powerful
unsupervised techniques (such as machine learning algorithms) for the exploration of the degrees
of freedom associated to the large amplitude motions are required.'#
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Figure 3. Schematic representation of the interplay of experiment and theory in rotational spectroscopy for the
determination of molecular structure. Experimental vibrational ground-state rotational constants are
computationally corrected for vibrational effects. The resulting semi-experimental equilibrium rotational
constants for different isotopic species allow for the determination of the equilibrium structure.

[H2] 3.2. Vibrational/vibronic spectroscopy of flexible systems

The simplest approach to vibrational spectroscopy is based on the double harmonic approximation,
which employs quadratic and linear approximations for the PES (for transition frequency) and PS
(for intensity), respectively. This tool is available in several electronic structure QM codes, and it
becomes extremely efficient whenever analytical energy second derivatives and property gradients
are available. Mechanical (PES) and electric/magnetic (PS) anharmonicities can be introduced by
means of perturbative343>39-4143 or variational3*4748144-146 time-independent (TI) approaches. The
first route, despite some limitations (e.g. the proper treatment of large amplitude motions, LAMs
[G]), allows for a general and robust simulation of spectral line-shapes and vis-a-vis comparisons
with experimental outcomes.3>3%4161 |ntegration of both models within a general platform
simultaneously allows the correct treatment of small amplitude motions [G] (SAMs) and LAMs#?
Spectral simulation, analysis, and comparison with experiment can be greatly facilitated by
dedicated graphical tools like, e.g., the Virtual Multifrequency Spectrometer (VMS).5?

In TI models, structures and properties of energy minima and their local environments are employed
in variational or perturbative formalisms mostly exploiting the Watson Hamiltonian3* (given in
Equation 3 and discussed in section 2.1). In time-dependent (TD) approaches, classical or semi-
classical dynamics simulations are performed over the whole PES and the corresponding PS.147-149
The two approaches (Tl and TD) offer complementary information and the selection of the most
appropriate strategy depends on several factors, including the environment (e.g. Tl models are more
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suitable for isolated molecules and TD ones for condensed phases), the effective mass governing
the motion (e.g. classical TD models are more effective for large masses), and other effects. For
flexible molecular systems, harmonic models based on curvilinear coordinates®® should be used; for
systems with several low-lying conformers/tautomers, appropriate averaging of individual spectra
must be performed. Analogously to rotational spectroscopy, the presence of several low-lying
conformers/tautomers can tune the overall spectrum, thus requiring appropriate conformational
searches and weighting of the spectra of the most stable structures by the corresponding Boltzmann
populations.’® In the case of solutions, for innocent solvents (that is solvents that do not establish
specific interactions like, e.g., hydrogen bonds), solvatochromic effects can be incorporated at a
negligible cost by means of the polarizable continuum model (PCM [G])34, while - in more complex
cases - at least solvent molecules in the cybotactic [G] region must be explicitly included.>!

Moving to vibronic spectroscopy, absorption or emission electronic spectra are the envelopes of
specific vibrational levels of the initial and final electronic states. However, most of the current
computations still employ rough phenomenological models in which vertical transition energies are
broadened by empirical Gaussian or Lorentzian functions. Moreover, the analysis of experimental
data is often based on the assumption that the peak maxima are related to the so-called 0-0
transition (transition between vibrational ground states of initial and final electronic state).
However, it is impossible to know a priori which vibronic transition will be most intense, as it
depends on the largest overlap of vibrational wavefunctions. Therefore, realistic simulations must
take into account vibrational effects. In the Franck-Condon approximation the transition dipole
moment (Eq. 11) is considered constant (i.e. nuclear-coordinate independent) in harmonic Tl (sum-
of-state)>? or TD (path-integral)®® approaches. The simplest formulation, based on one-dimensional
vibrational overlaps between (a possibly reduced number of) identical normal modes for the
different electronic states, is still employed in several studies and is also exploited in the
prescreening procedure for more sophisticated TI computations.”® While more accurate, direct
nuclear dynamics simulations are prohibitive for large systems and, as such, the most advanced
models employing highly accurate potential energy and property surfaces (PES and PS) can only be
applied to small-sized molecules.'#44¢ |ntegration of TI and TD models within a general platform
allows at the same time simulations of highly resolved spectra (including band assignments) and full
convergence of spectra at finite temperatures. For more complex, flexible systems several
approximate yet sufficiently accurate approaches have been proposed3*1°2-1>% for both vibrational
and vibrationally-resolved electronic spectra.

[H3] 3.2.1 The MI-IR spectrum of glycine

A step-by-step route from the starting harmonic computations to the final realistic simulated
spectra is presented in Figure 4 for glycine (H,NCH,COOH), the simplest amino acid. Glycine is
characterized by conformational flexibility due to the rotation along three single bonds: N-C, C-C
and C-0. The small size of the molecule allows for a full theoretical exploration of its conformational
space, which confirmed the presence of eight local minima,!3120.155 |abelled by roman numbers
referring to their stability order, with “p,n" describing the planarity or non-planarity of the
backbone, and “c,g,t" the cis, gauche or trans orientation of the lone-pair(N)-N-C-C, N-C-C-O, and C-
C-O-H dihedrals.

The six most stable conformers have been studied by means of Fourier transform infrared (FTIR)
spectroscopy with three of them detected under the same experimental conditions.?>®>8 Figure 4
compares the computed spectra with FTIR results for glycine deposited in a low-temperature matrix.
The most intense experimental bands can be identified based on the harmonic spectrum of the most
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stable conformer Ip. An improvement (a more realistic spectrum) is obtained by including
anharmonic corrections to band positions and intensities, with the consequent appearance of
several new bands (non-fundamental transitions). The best agreement with experiment is obtained
once the contributions from lIn and Illp conformers, weighted for their Boltzmann populations, are
added. Fully anharmonic spectra allow to distinguish between low-intensity bands related to non-
fundamental transitions of the most abundant conformer (not present at harmonic level) and the
fundamental transitions of the less abundant ones (see ref. 113 for detailed discussion and analysis).

Ip-Harmonic
Ip-Anharmonic
SUM

IR intensity (arbitrary units)

2000 1800 1600 1400 1200 1000 800 600

wavenumber (cm™)
Figure 4. Computed!®® and experimental'> MI-IR spectra of glycine. Simulated harmonic and anharmonic
theoretical spectrum of the most stable Ip conformer together with the final spectrum resulting from the sum
of the contributions of Ip/ttt, lin/ccc and Illp/tct conformers, weighted for their relative abundances, at 410 K
(temperature of the sample preparation), also assuming the conformational cooling of less stable conformers.

[H3] 3.2.2 Vibronic spectrum of chlorophyll-a

In general terms, vibronic spectra simulations are necessary to distinguish different contributions
to the spectrum line-shape from different electronic transitions, conformers, or other species
possibly present in the experimental mixture, for instance as photoproducts.'>® As an example, the
UV-vis spectrum of chlorophyll-a in methanol solution (Figure 5) has been simulated considering
environmental effects by means of hybrid implicit/explicit solvent model with the two methanol
molecules coordinating the Mg ion and the bulk solvent effects accounted for using the PCM (see
ref. 160 for the details, and ref. 13° for the gas-phase spectrum simulation).

The spectra of chlorophylls are traditionally described in terms of four bands, based on the
simplified four-orbital Gouterman model:*! two low-energy Q-bands and two high energy Soret (B)
bands. The additional x/y labeling, according to the direction of their polarization within a
macrocycle plane,'? can also (as in this case) be used. The top panel demonstrates how the set of
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vibronic transitions defines the asymmetric shape of the lowest energy Si1<—So transition, which
cannot be well described by the simplest vertical energy approach, irrespective of the applied
broadening. This transition dominates the Qy band, but gives also a significant contribution to the
Qx one. The final spectrum, which can be directly compared with the experimental one in the whole
UV-vis range, is obtained from the single Sx«—So (x=1-8) transition contributions. Simulation of
vibronic spectra allows for the unequivocal assignment of the main spectral features, showing that
the line shape is dominated by two pairs of overlapping transitions: S1<—Sp and S<—So being the first
pair and S3<—Sp Sa<—So the second one. These pairs give rise to the Qy/Qx and By/Bx bands,
respectively.

————— S1 Vibronic ———— S1VE

Intensity (arbitrary units)

580 600 620 640 680 700

Intensity (arbitrary units)

250 300 350 400 450 500 550 600 650 700
wavelength (nm)

Figure 5. Computed?®® and experimental®® UV-vis spectrum of chlorophyll-a in methanol. Simulated theoretical
spectra: (top panel) S1<-So (Qy) transition simulated by the vertical approximation (VE) and vibronic spectrum;
(bottom panel): absorption spectrum in the 250-700 nm range obtained as sum of vibronic spectra of the first
8 lowest single electronic transitions. All theoretical spectra are red-shifted by 450 cm™ (about 20 nm).
Theoretical stick spectra have been convoluted by Gaussian functions with a half-width at half maximum
(HWHM) of 500cm™ (VE) or Lorentzian functions with a HWHM of 250 cm™ (Vibronic).

[H2] 3.3. Molecular vibrations from diffusion Monte Carlo

For molecules that undergo large amplitude vibrations, many insights can be obtained from
knowledge of how the ground state wave function samples the potential surface, and how this is
affected by isotopic substitution. DMC provides an approach that is well-suited to exploring ground
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state properties of molecules showing LAMs. The power of the DMC approach comes from the fact
that the wave function is represented by an ensemble of localized functions (or walkers [G]) as
described by Eq. (12). This allows for studies of systems that are not well-approximated by a simple
zero-order (harmonic) description (like, e.g., torsions around simple bonds or ring puckerings). This
comes at the cost that, generally, only one state can be calculated at a time, making the approach
well-suited for studies that focus on the ground state wave function and associated properties
including vibrationally averaged rotational constants.

In DMC, at each step in the simulation, a reference energy is evaluated using®®

Vier = V(T) —« (ll:vwvg;) (Equation 16)

where the first term provides the ensemble average of the potential energy, and the second term
adjusts the value of V.. to ensure a nearly constant ensemble size throughout the simulation. Once
the ensemble has equilibrated, the time averaged value of V..f provides the zero-point energy of
the system of interest.

It is important to recognize that this value fluctuates throughout the simulation, as is illustrated for
H*(H20)2%* in panels A-C in Figure 6. These plots show the evolution of V..¢ for three different
combinations of time increments (At) and ensemble sizes (Nw), where all simulations are
propagated over the same total time. Generally, the size of the fluctuations of V,..r decreases as Nw
or At increases, thus improving the quality of the results, but also increasing the computational
time. Additionally, the size of these fluctuations can be tuned by changing the value of a. For the
plots shown in black in panels A-C of Figure 6, a = 0.5/AT. In panel C, we explore how the value of a
affects the sizes of the fluctuations in Vier. As is seen, when a = 0.5, the fluctuations are largest, and
as a is decreased to 0.1 or smaller, the size of these fluctuations remains roughly the same on the
scale of this plot. On the other hand, if we focus on a smaller range of propagation times, we find
that decreasing a removes the highest frequency fluctuations, while a low-frequency oscillation of
Vief remains (see lower panel of Supplementary Figure 2 in the Supplementary Information). In
selecting o, one strives to identify a value where the high frequency oscillations of Vit occur
between roughly three and ten time steps. This choice lessens the correlation of V..t between
subsequent time steps without increasing the magnitude of the fluctuations of V..t Several tests
confirmed that a = 0.5/At generally yields good results in this regard.8+16>166

The numbers shown in panel B provide the zero-point energy [G] that is obtained by averaging Vet
over different ranges of t. The numbers in parentheses represent the standard deviation among
five independent simulations that were performed using these parameters. As seen, the evaluated
energy is relatively insensitive to how long the averaging is over, but the standard deviations are
about half as large when V.. is averaged over more than 10 000 a.u. of time. The evaluated zero-
point energies for nine different combinations of ensemble sizes and time increments are compared
in panel D. We note that the smallest Ny has the greatest uncertainty in its zero-point energy, and
when one uses both the smallest Ny, and the largest At, the simulation yields a zero-point energy
that is inconsistent with the benchmark calculation (dotted line with grey shading). The larger
ensembles provide zero-point energies that agree with the benchmark results for all three time
increments. However, as with the fluctuations of V(ef, the statistical uncertainties in the reported
zero-point energies decrease for smaller At and for larger ensembles, so a compromise must be
made between accuracy and computational time.
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In addition to the zero-point energies, DMC provides a powerful tool for obtaining projections of
the ground state probability amplitude onto a desired coordinate. This is achieved by propagating
the ensemble of walkers over a short period of imaginary time [G], Tpw, and identifying the fraction
of the ensemble at T + Tpyy that is traced to a particular walker in the ensemble at T. This number
is proportional to the value of the wave function at the coordinates of the walker at T,24%” allowing
us to use Monte Carlo integration to generate the desired projection of the probability amplitude,
W2, This approach is used to obtain the projection of the ground state probability amplitude onto
the Ar (see inset in panel E), and the resulting distributions are shown in the panel E of Figure R4
for several values of Tpy. As it is hard to differentiate among these results, the mean values of Ar,
along with the standard deviation, are shown as functions of tpyy in panel F. The convergence of
the results can be estimated by the results reported in this panel, which compares the computed
values against independently obtained values of these quantities based on symmetry ((Ar), black
dotted line) or an alternative way to obtain expectation values (o,,, green dotted line).83.167

Extensions to DMC that enable the study of excited state energies and wave functions have been
developed,8®1%8170 3lthough a discussion of these is beyond the scope of the present Primer.
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Figure 6: (A)-(C) The value of V.t plotted as a function of imaginary time, obtained from DMC simulations using
(A) Nw=4000 and At=10 a.u.; (B) Ny =16 000 and At=5 a.u.; and (C) Ny = 32 000 and At=1 a.u.. In panel B, we
also show how the evaluated zero-point energy depends on how long Vies is averaged. These values are also
tabulated in the Supplementary Information (Supplementary Tables 1 to 3). In Panel C, we also explore how the
size of the a-parameter (see equation above) affects the magnitude of the fluctuations in V(. (D) The calculated
zero-point energy is plotted as a function of the time increment for ensemble sizes ranging from 4000 (red) to
3200 (green) walkers, and compared to the results obtained using Ny = 20 000 and a time increment of 10 a.u.
(black line, where grey shading indicates a 5 cm™ uncertainty in that value). (E) Projections of W? onto Ar (see
inset) as a function of ensemble size based on a calculation where the number of descendants is evaluated after
Tpw = 520 a.u. (F) The expectation value (grey) and standard deviation of Ar, plotted as a function of t5y,. The
dotted grey and green lines provide reference values of 0 A for the average and 0.240 A for the standard
deviation. While the average value of of Ar can be determined by symmetry, the standard deviation is obtained
using an adiabatic DMC calculation.®*%7 All error bars and uncertainties reflect the standard deviations among
five independent DMC simulations.
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[H2] 3.4. Determination of absolute configurations

The chiral spectroscopic techniques considered here (ORD, ECD, VCD and ROA) play a fundamental
role in the determination of absolute configuration (AC) [G]. As spectra for enantiomers are mirror
images, the AC can be determined by comparing the calculated spectra with the experimental ones.
In the simplest case, in order to determine the AC using the methods mentioned above, the spectra
of the two enantiomers are calculated and compared to the experimental spectrum of one of the
enantiomers, (+) or (=). The calculated spectrum in best agreement with the experimental spectrum
defines the AC of the experimental enantiomer. As an example, the experimental and calculated
VCD spectra for (+)-camphor and (1R,4R)-camphor are shown in Figure 7a. Given the quantitative
agreement between the calculated and experimental spectra, the AC of (+)-camphor is assigned to
be 1R,4R. Since these are enantiomers, it follows that (-)-camphor is (1S,4S).

Each of these chiral spectroscopies can be applied individually or in combination.’’1’¢ The
advantage of using multiple methods is that they provide complementary information, which is
useful in distinguishing diastereomers with multiple chiral centers, as one method may not be able
to distinguish particular stereocenters. Specifically, Polavarapu et al.}’* found that ORD, ECD and
VCD were individually unable to unambiguously assign the AC of Hibiscus and Garcinia acids, each
containing two chiral centers. However, a combination of VCD with either ECD or ORD was able to
correctly assign the AC of both molecules. Similarly, Hopman et al.}’® found that VCD and ROA, but
not ECD, were able to correctly assign the AC of Synoxazolidinone, a marine antibiotic compound
containing two chiral centers and one asymmetrically substituted double bond, resulting in a total
of eight possible stereoisomers. A recent study by Bogaerts et al.}’# on Artemisinin, an anti-malaria
drug containing seven chiral centers, found that even though ROA and VCD could independently
assign the correct stereochemistry, the combination of these two methods resulted in an even
stronger unambiguous AC assignment (VCD and ROA spectra shown in Figure 7b,d).

For molecules containing multiple chiral centers and whose diastereomers predict similar spectra,
the harmonic approximation, which is routinely used for VCD and ROA, may not be sufficient in
providing a reliable AC assignment. This is the case for Diplopyrone, a phytotoxic monosubstituted
tetrahydropyranpyran-2-one, containing four chiral centers, two of which were previously
unassigned.’’3 In addition, this molecule possesses several low-energy conformers, further
complicating the analysis of the spectra as discussed in section 3.2. In this case, ECD was not able to
distinguish between the four possible diastereomers and the diastereomers predicted very similar
harmonic VCD spectra. However, VCD spectra computed at the anharmonic level (Figure 7f) were
sufficiently close to experiment to allow for a confident assignment of the two unknown chiral
centers.

The comparison of calculated and experimental spectra is an important part of the assignment of
AC. Although this comparison can be performed visually, different approaches exist to remove bias
and to quantify the degree of similarity. All of these methods rely on the calculation of a spectral
overlap between the experimental and predicted spectra.l’>'’4 Another approach involves the
analysis of the dissymmetry factor, the ratio of Ae and €.5%175177 Another measure of the reliability
of the calculated vibrational spectra is the concept of robust modes, first developed for VCD’® and
later extended to ROA.Y° In this approach, a mode is determined to be robust if the rotational
strength or scattering activity will not change sign due to small perturbations in either experiment
or calculation.
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Although the primary utility of the chiroptical vibrational methods is to produce the spectra shown
in Figure 7, additional information can be extracted which can help in the analysis and interpretation
of the results. These include examining the vibrational transition current density associated with a

molecular vibration8%18! for VCD and computing atomic contribution patterns and group coupling
matrices!®? for ROA.
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Figure 7: Computed and experimental VCD and ROA spectra for the determination of AC. (a) Comparison
of calculated and experimental VCD spectra for (1R,4R)-camphor and (+)-camphor, respectively. Calculated
spectra are plotted using the Lorentzian lineshape function using a HWHM of 4 cm?. Experimental data,
originally from ref %, kindly provided by Frank Devlin (USC). (b-e) Comparison of calculated and experimental
VCD (b) and IR (c) and ROA (d) and Raman (e) spectra for artemisinin. Calculated spectra are plotted using
the Lorentzian lineshape function using a HWHM of 5 cm™ for VCD/IR and 8 cm™ for ROA/Raman. Figure
taken from ¢, For a molecule containing seven chiral centers there would, in principle, be 27 = 128
diastereomers, but since two of the chiral centers are fixed (via the endoperoxide bridge) this number is
reduced to 2° = 64. However, half of these are enantiomers so that conformational analysis and spectra
calculations were performed for a total of 32 diastereomers. (f-g). Comparison of calculated anharmonic
and experimental VCD (f) and IR (g) spectra for (+)-diplopyrone ((+)-6-[(1R)-1-hydroxyethyl] 2,4a(S),6(S),8a(S)
tetrahydropyran[3,2-b]pyran-2-one). Calculated spectra are plotted using the Lorentzian lineshape function,
using a HWHM of 8 cm™. Figure taken from 73,
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[H1] 4. Applications

As done for the results section, a limited selection of possible applications is reported to provide
significant examples of the potential of computational molecular spectroscopy, the examples being
selected from the spectroscopies addressed in this Primer. However, the list of possible applications
is too long for being even simply enumerated here.

[H2] 4.1. Astrochemistry

The role of spectroscopic techniques in the study of the interstellar medium (ISM) has grown rapidly
in the last few decades, with rotational spectroscopy playing a critical role. Most of the
understanding of the ISM — the gas and dust existing in the space between the stars of a galaxy —
comes from Earth-based spectroscopic observations. Atoms and molecules in the gas phase
constitute 99% of the ISM’s mass, while the remaining mass is composed of silicate and carbonate
grains.'® At the low temperatures of the ISM, gas-phase particles emit radiation whose frequency
spans from the gigahertz to the terahertz domains. Physically, the quanta emitted corresponds to
the transitions between rotational energy levels of molecules. Thus, each molecule can be identified
through its peculiar fingerprints - i.e., its rotational transitions.’®® With these molecules being
ubiquitous in the ISM, the chemical composition - as well as the physical properties and the
evolutionary stage of interstellar objects - can be derived from radioastronomical observations.'8
The laboratory data needed to guide the latter and to discover new interstellar species are provided
by rotational-spectroscopy laboratory studies,’®> which are increasingly supported and
complemented by QC computations.4°

The search for interstellar complex organic molecules (i-COMs, i.e. species containing at least six
atoms and composed of carbon, hydrogen, oxygen, and/or nitrogen8® can be assisted by the
Minimum Energy Principle (MEP), which states that “the most stable isomer of a given chemical
formula is always the most abundant in the ISM”.18” A computational study of the relative stability
of different isomeric (structural or conformational) species allows the screening of potentially
observable molecules. In the case of conformers, the energy difference among the various
conformers can be as small as a few kJ/mol, and the size of the electric dipole moment becomes an
important parameter worth computing (the intensity of rotational transitions scales with the square
of the dipole moment component that allows the transition). The combination of the MEP and the
magnitude of the electric dipole moment enables the straightforward identification of the most
likely detectable i-COMs.

Once the species of interest is recognized, computational spectroscopy guides the experimental
study by providing accurate predictions of the rotational parameters to be used for simulating their
spectra.l418 Despite the potential accuracy that can be reached by such calculations,*#° this is
generally insufficient for directly guiding astronomical searches and/or assignments. However, in
some cases, QC predictions can assess the detection of new astrochemical species, as is the case
with the cyanobutadiynyl anion, CsN.18 Due to the difficulty of producing this species, no laboratory
study of its rotational spectrum has been reported to date. Nonetheless, CsN™ has been discovered
in the envelope of a carbon-rich star thanks to the pinpoint match between astronomical
observations and predictions based on high-level coupled-cluster calculations.

The analysis of astronomical spectra can provide new information; however, the help of QC
calculations is often needed. To give a specific example, the investigation of the hyperfine structure
of the rotational spectrum is fundamental to gaining information on column densities, which provide
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a measure for molecular abundances. The hyperfine structure in rotational spectra is due to
interactions between the molecular electric and/or magnetic fields and the nuclear moments. The
most important of these interactions is that between the molecular electric-field gradient and the
electric quadrupole moment of nuclei (with the latter being present when the nuclear spin is greater
than 1/2). Among the magnetic interactions, the weak magnetic field generated by the end-over-
end rotation of a molecule interacts with the nuclear magnetic moments, thus producing a slight
magnetic split or shift of the lines (with nuclear magnetic moments being present when the nuclear
spin is non-null). These two interactions are referred to as nuclear quadrupole coupling and spin-
rotation interaction, respectively; in addition, dipolar spin-spin interactions among different nuclear
spins may also arise. In the case of molecular ions, the resolution of experiment is usually limited by
the impossibility of reducing the working pressure inside the cell (because of the ion-production
process),'*! thus leading to the partial or even non-resolution of hyperfine structures, as shown in
Figure 8. Interstellar lines are instead very narrow. Therefore, when required, one can resort to QC
calculations to accurately predict the hyperfine structure of astronomical spectra: the quantitative
accuracy obtainable with state-of-the-art QC calculations is demonstrated in Figure 8. Another
significant example is offered by CF*,'°2 for which the hyperfine structure of the astronomical
(rotational) spectrum was assigned using the computed hyperfine parameters.
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Figure 8. Comparison of a portion of the laboratory (LAB)'*! and astronomical (ASTRO, low-mass cloud core
L1512 in Taurus®3) spectrum of the first rotational transition (J = 1 — 0, with J being the rotational quantum
number) of the diazenylium cation (N2H*). The actual comparison is between the red LAB spectrum (resulting
from the line profile analysis of recorded spectrum in black, with the green trace being the corresponding
residual) and the ASTRO counterpart, with the hyperfine splittings also reported. These are compared with the
computed (QC) values.

The hyperfine structure is due to the presence of two nuclear quadrupolar nuclei, the nitrogens. The quantum
numbers F1 and F arise from the coupling schemes F1 = J + In1 and F = F1 + Iny, respectively, with I being the
nuclear spin quantum number (=1 for nitrogen ).
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Finally, an appropriate modeling of the ISM demands the computation of collisional rate coefficients
for interstellar molecules by the most abundant species, i.e. hydrogen and helium (denoted as
collider). Interstellar species are often far from a local thermodynamic equilibrium (LTE) condition.
Therefore, the collisions occurring between the molecule under consideration and molecular
hydrogen (or atomic helium) significantly affect the population of rotational levels of the former
and thus have an impact on the rotational transitions observed with radioastronomy.®* In turn, the
derivation of collisional data requires the computation of the PES of the molecule-collider with high
accuracy.

[H2] 4.2. Weakly bound clusters and biomolecules

A wide and expanding application of computational spectroscopy is the calculation of spectra for
weakly bound clusters and biomolecules. In its broadest sense this includes magnetic and electronic
spectroscopy®>1%¢ but here we will confine comments to vibrational spectroscopy with applications
mainly to the near and far infrared region of the spectrum.

Advances in high resolution infrared spectroscopy of small van der Waals molecules have stimulated
very good agreement between theory and experiment.'®” This work started with rare gas atoms
attached to diatomic molecules'®® but has been extended to larger weakly bound clusters involving
polyatomic molecules®®. Clusters involving water molecules have received particular attention due
to the importance of water throughout the sciences.?’®© Water dimer is a key system and highly
accurate fully dimensional potential energy surfaces have been produced from sophisticated ab
initio procedures.?°! These potentials have been used in converged calculations of vibrational states
using appropriate basis functions for the different degrees of freedom and full-dimensional
Hamiltonians with variational procedures. This has led to excellent agreement between theory and
experiment for the spectra in the far infrared region of the water dimer.2%?

This advance is important as the PES for water dimer forms the main component of potentials for
larger water clusters, as the only supplements needed are fairly simple three- and four-body
interactions between the different water molecules.?%> More challenging is the accurate calculation
of the ro-vibrational states of water clusters larger than the dimer, as conventional basis set
methods with variational procedures then quickly become unwieldy. However, alternative
procedures have been applied for larger water clusters that can calculate quite accurately some
parameters of experimental interest, such as the rotational constants of the lowest vibrational
states of clusters of different geometries, and tunneling splittings of vibrational states arising from
identical minima on the potential energy surfaces. In this way diffusion DMC,2%4-2% jnstanton,?°” and
path integral?®® procedures have been applied effectively on clusters up to (H20)s and have allowed
detailed comparison with far infrared and microwave experiments.

The general importance of water in biology has meant that clusters of water with molecules of
biological interest have been the subject of numerous calculations.??® Methods such as DMC can
also be applied to calculate structures of geometric isomers of biomolecules and the associated
rotational constants.?!® QC calculations of infrared spectra for complexes such as uracil-water have
shown the importance of hydrogen bonding and anharmonic effects in these systems.?!!
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Figure 9. Experimental and calculated near infrared spectra of crystalline (A) adenine; (B) cytosine; (C) guanine;

(D) thymine in the 4000-7500 cm~* region.?!?
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For more complicated biomolecules the whole plethora of quantum chemistry, DFT and more
approximate procedures such as QM/MM and semiempirical force fields have been applied.?!3 In
the simplest approaches just the harmonic frequencies are calculated but anharmonic aspects have
also been considered using a variety of quantum mechanical (QM) procedures including VPT2 and
VSCF.214

A good example of a recent study is a calculation?!? of the near infrared spectra of the crystalline
structures of DNA bases in which results from Deperturbed VPT2 (DVPT2) calculations were
compared in detail with experiment (see Figure 9). Calculations such as those shown in Figure 9
demonstrate the power of computations in predicting and interpreting the vibrational spectra of
molecules of biological interest. Indeed, assignment of the different overtones and combination
bands found in this high-energy region (4000-7500 cm™) and their interpretation in terms of
structural motifs would be very difficult (and questionable) without the help of QC computations.

[H2] 4.3. Spectroscopy of d- and f-elements

The spectroscopy of d- and f-elements introduces new experimental and theoretical challenges that
are not easily met. At the heart of the challenges associated with these elements is the fact that
they can exist in a variety of oxidation states that lead to spectroscopically well-defined d" and f
configurations (n=number of electrons in the d- or f-shell).

Given the high effective nuclear charge experienced by the d- or f-electrons, the corresponding
orbitals are compact. Hence, compared to the strong bonds formed between main group elements,
the d- and f-elements bind comparatively weakly through their orbitals to the surrounding ligands.
Thus, the ligand environment induces limited orbital splittings [G]. This has been exploited very
fruitfully in the phenomenological model of crystal field theory [G] (CFT?%). In CFT, the d- or f-
electrons are treated as free ions perturbed by an electrostatic field created by the surrounding
ligands. While quantitatively unrealistic, the theory captures essentials of d-(f-) element electronic
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structure. Thus, the combination of a partially filled d- or f-shell and limited ligand field splittings
leads to a series of low-lying electronic states formed from distributing n-electrons between the
available orbitals and at the same time couples their spins in all possible ways to a resulting net total
spin. On top of the complexity arising from a large variety of multiplets [G] comes the fact that d-
and f-elements are heavy. Hence, the effects of relativity become much more prominent in these
compounds and whenever there are unpaired electrons, a treatment of the spin-orbit-coupling (SOC
[G]) becomes mandatory for theoretical spectroscopy.'® The electronic complexity is necessarily
also reflected in the observed spectra. Throughout the range of available techniques ranging from
hard X-rays (10* eV) down to microwaves and radiowaves (101-10° eV)) the spectra typically show
a high amount of spectral crowding due to the multitude of final states that can be reached in the
respective spectroscopic transitions. In addition, the spectra are difficult to interpret because of the
complexity of the electronic states that are involved and consequently, they require a high amount
of expertise to be interpreted correctly.
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Figure 10. The complex arrangements of electrons in partially filled d- and f-shells give rise to a wide variety of
spectroscopic phenomena that are challenging to model with high-accuracy by quantum chemistry. The
geometric structure (panel a: left, grey=carbon, white=hydrogen, blue nitrogen, brown=transition metal)
imposes a distinctive splitting of the molecular orbitals that are based on the transition metal d-orbitals (panel
a: right). The distribution of the n electrons in a d" configuration gives rise to a multitude of electronic states
that can be probed with optical or magnetic spectroscopy (panels b-d). Among these, the most prominent ones
are EPR (b), absorption (c) and X-ray absorption (d) spectra. EPR spectroscopy probes the net electron spin
caused by the unpaired electrons of the electronic ground state. ABS probes transitions of electrons between
valence orbitals, including the metal d-based orbitals. X-ray spectroscopy probes excitations from deep core
electrons on the transition metal center(s) into the empty or half-filled valence orbitals. Since the core levels
vary systematically along the periodic table, this provides a highly sensitive element specific probe of the system
under investigation.

The complex electronic multiplets in the presence of relativistic effects are not easily reproduced

even in a semi-quantitative way by the available QC methods.?¢-218 |n those cases where there are
(near-) orbital degeneracies (as readily predicted by CFT), there may not be a single Slater
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determinant [G] that is an appropriate starting point for the description of the electronic ground
state. In such a case, all single-reference determinant based methods (including DFT) fail to describe
the electronic structure of either the ground or the excited states correctly. Typically, not even the
number of reachable final states tend to be correct.®'” Thus, DFT has many serious shortcomings
in the field of theoretical d- and f-element theoretical spectroscopy. These shortcomings were
highlighted in some reviews over a decade ago and stand unchanged today.!*17:21°

The occurrence of a rich multiplet structure together with the prominence of relativistic effects,
opens up rich opportunities for experimental spectroscopy (Figure 10). Magnetic low-energy
spectroscopies, such as NMR and ESR, can probe the magnetic sublevels of the electronic ground
state multiplets, while modern magnetometry is extensively used to study the magnetic properties
of d- and f-elements for molecular magnetism. Electronic spectroscopies including UV/vis, CD and
magnetic CD (MCD [G]) or resonance Raman spectroscopies provide in-depth insights into the
electronic structure of these species. Finally, since there are typically only a few atoms of a given
element present in the compound, element specific techniques like Md&ssbauer or X-ray
absorption/emission spectroscopies are very widely used.!” All of these methods provide detailed
fingerprints of the geometric and electronic structure of the systems under investigation.
Importantly, each one of these techniques is sensitive to different geometric and electronic
structure details. Thus, there is a host of experimentally available electronic structure information.
However, in order to develop the full information content of these spectra, it is inevitable to turn to
guantum chemistry for spectral interpretations. A successfully carried out study results in
experimentally calibrated electronic structure level insight of the investigated species, be they
stable entities or reaction intermediates. As discussed elsewhere, this leads to insights that can not
be obtained from the pure calculation of total energies?2%221

[H3] 4.3.1. Case study of magnetic Co(ll) tetrathiolates

Coordination complexes of Co(ll) ions (d” configuration) have been known in coordination chemistry
since its cradle days and have been routinely characterized with magnetic measurements like SQUID
[G], EPR or MCD spectroscopy. It is well-known that in an approximately tetrahedral environment
the ground state has a total spin of S=3/2. A cursory look at the ion [Co(S-Ph)4]% also reveals nothing
particularly special. However, this changed dramatically when Long and coworkers reported that
this ion show slow magnetic relaxation at zero magnetic field. This is the signature of the very
thought-after single-molecule magnet (SMM) behaviour.??? What is particularly exciting is that
[Co(S-Ph)4]? was the first mononuclear compound to show this behavior where for several decades

it was believed that only large, oligonuclear transition metal clusters could show SMM properties
(see??3).

A careful study of the magnetic properties of two different salts containing [Co(S-Ph)4]? coupled to
quantum chemical calculations were subsequently reported.?2422> Quite surprisingly, only the [Co(S-
Ph)a](P(Ph)a)2 was showing SMM behavior, while [Co(S-Ph)s](N(Et)s); did not. The careful
experimental investigation showed that this is due to the Co(ll) ion P(Ph)s having a large and
negative zero-field splitting (ZFS [G]), while in the N(Et)s salt, the ZFS is small and positive. The
magnetic properties of both structures were reproduced with excellent accuracy through
CASSCF/NEVPT2 calculation with inclusion of spin-orbit coupling (SOC). Furthermore, the method
of Ab Initio Ligand Field Theory (AILFT [G]) allowed for the ligand field parameters to be deduced
from the large-scale wavefunction based ab initio calculations. They revealed that the origin of the
radically different behavior is a subtle distortion that renders Co(ll)-ion in the P(Ph)s salt to be in an
elongated tetrahedral environment, while in the N(Et)s salt, it is in a compressed tetrahedral
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structure. The changes in the d-orbital splitting pattern are then sufficient to cause the dramatic
switch of magnetic properties, as predicted by ligand field theory. Quite fascinatingly, the origin of
the dramatically different behavior can thus be traced back to weak intermolecular interactions in
the second coordination sphere of the cobalt. These insights opened up the avenue for many further
investigations on Co(ll) complexes (e.g. %?%). This study (summarized in Figure 11) is one
demonstration that a large body of complex and initially puzzling experimental observations can be
guantitatively interpreted in a unified manner through large-scale multireference ab initio
calculations. Moreover, the results of these calculations can be translated concisely into a familiar
chemical language through the AILFT procedure.
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Figure 11. Panels a,b: the two structures of [Co(S-Ph)4]* found in the (EtsN), and (PhsP), salts reflecting
compressed and elongated tetrahedra respectively. Panels c,d: the radically different EPR spectra of the two
species demonstrating their very different electronic structures. Panels e,f: the effective d-orbital splitting
patterns deduced from CASSCF/NEVPT2 calculations for the two structures effectively explaining the origin of
the very different D-values. Panel g: Potential energy and property surface (ZFS-value) for two key angles
describing the distortion into flattened and elongated tetrahedra in [Co(S-Ph)4]%. There are two shallow minima
associated with qualitatively different D-values as reflected in their ESR spectra (a,b) and readily understood
from quantum chemical calculations (c,d).
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[H1] 5. Reproducibility and data deposition

Here we discuss different levels at which the issue of data reproducibility and deposition can be
examined.

The first level is the definition of a general standard for the inputs and outputs (I/0) of electronic
structure codes; this was discussed, for instance, in the MOLSSI workshop
(https://molssi.org/2019/08/19/molssi-workshop-rovibrational-molecular-spectroscopy/). Indeed,
we have been witnessing an increasing number of large-scale international and interdisciplinary
collaborations, which often involve shared infrastructures and multi-user facilities, resulting in
massive amounts of data. To enhance these collaborations, there is a strong need to integrate and
standardize computational codes starting from a common syntax and/or language. An example in
this direction is provided by the VMS project,®* which aims at integrating several spectroscopic
techniques and providing a user-friendly interface to different QC programs (see, e.g., the module
dedicated to rotational spectroscopy'#?).

The second level is the compilation and management of highly accurate results for small (2-4 atoms)
molecules, which can rival the corresponding experimental data.3* Outside this narrow size range,
theoretical models and computational procedures for computational spectroscopy are always
based on approximations and assumptions, which need to be correctly recognized in the
applications to realistic systems. Thus, small molecules can represent suitable fragments for
benchmarking less refined methods and defining transferable correction factors for fragments of
larger molecules.??’ The latter paves the way toward the set-up of public databases of molecular
structures and spectroscopic properties. One example is provided by the database of semi-
experimental equilibrium structures (derived as described in section 3.1) available at
https://smart.sns.it/molecules/.

The third level concerns the lines to be followed for the spectroscopic characterization of large
systems, which are of increasing interest to different scientific communities. The available results
for an adequate number of medium-sized systems should be organized in sets of comparable
accuracy by clustering techniques employing widely accepted general criteria. For some properties
(essentially energies), the general definition of platinum, gold and silver standards??® is more or less
accepted. These definitions are based on the accuracy provided. For example, CCSD(T) calculations
extrapolated to the complete basis set limit define the gold standard. The silver standard provides
the best approximation to the gold standard at a reduced computational cost, while the platinum
standard improves the gold one by adding further corrections (such as higher-order coupled cluster
terms). However, such standards have not been developed for most spectroscopic properties, and
for them the situation is thus more challenging. For instance, fully quantitative results for high-
resolution spectroscopic techniques like rotational spectroscopy are still out of reach even for semi-
rigid tri- and tetra-atomic systems,??° the required computations being unaffordable. However, new
methods based on the template approach [G] possibly coupled with the machine-learning appear
quite promising.??’23% To give an example, in the field of vibrational spectroscopies, some
methodologies (such as VPT2 treatments based on an anharmonic description of the PES at a
suitable level of theory3*) can reach an accuracy within 10 cm™ and are also applicable to large-sized
systems with the help of linear scaling?3'?32 and reduced dimensionality?3® techniques. In this
connection, the compilation and management of databases (as mentioned for the second level for
large molecules) is a task of current interest in the field. More work in this direction should be
performed with compilations of spectroscopic parameters for molecules including heavy elements
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and for different spectroscopies. The situation is instead more involved for spectroscopic transition
intensities, where the definition of widely accepted standards is still missing. Another important
issue when dealing with large systems is their flexibility, which requires the implementation of
effective approaches to search for the energetically low-lying structures (i.e. conformers or
isomers).'®? In fact, a key point toward data/spectra reproducibility is the understanding of which
of these conformers or isomers contribute to the overall spectroscopic signal. However, we are still
far from any general definition of classes of methods/models achieving a desired accuracy.

Focusing on an integration of the levels 2 and 3, an interesting option would be to simulate and
store overall spectra in place of databases collecting lists of spectroscopic parameters. Another step
forward would be the set-up of compilations that combine results of different spectroscopies having
comparable accuracies in view of their use to assist the experimental work, which more and more
rests on the integrated use of different techniques.

A transversal issue is the role of environmental effects (e.g. solvent), which should be analyzed for
different properties and/or solvents, thus allowing for the use of the most appropriate model for
the specific case under consideration. Indeed, when the spectroscopic investigation is carried out in
solution or, more generally, in condensed phase, data reproducibility requires the proper account
of environmental effects. For instance, polarizable continuum models3* can be employed to
describe innocent solvents at a negligible additional cost with respect to the corresponding
simulation in vacuo. Such a model can be improved by incorporating a reduced number of explicit
solvent molecules in the treatment,'®! provided that they occupy well-defined positions and are
quite strongly bonded to the solute. In this respect, topological models for the automatic definition
of the number and position of strongly bonded solvent molecules are under active development?3*
and the definition of widely accepted standards would be a very important achievement.

Finally, while the issue of a general standard addressed above (first level) is a basic need for
collaborations, a mention to the information accompanying publications is deserved. This does not
involve program outputs, the collection (in tables) of spectroscopic parameters being usually
exhaustive. However, cartesian coordinates for the molecular systems investigated are generally
provided, while more rarely the force constants [G] describing a portion of PES are reported.
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[H1] 6. Limitations and optimisations

Since its very beginning, computational spectroscopy has focused on deriving spectroscopic
parameters to support the analysis of experimental spectra. In fact, interpretation of experimental
data is often a difficult task. This is due to the fact the observed spectroscopic behavior derives from
the interplay of different effects, whose specific roles are difficult to disentangle. Furthermore, the
theoretical model used for their interpretation might be oversimplified.

Pushing the treatment of the electronic and nuclear problems to the limit ensures rigorous analyses,
guantitative results, and correct interpretations of the spectroscopic outcomes. However, such
accurate approaches involve high computational costs and efforts and, therefore, they are
restricted to small, isolated molecules (as briefly addressed in section 5). Increasing the size and
complexity of the systems often requires a sacrifice of accuracy for interpretability, thus leading to
gualitative descriptions. In such cases, the main limitation is an oversimplification that might lead
to the right answer for the wrong reason, which means to obtain the correct reproduction of the
spectral features based on wrong spectroscopic parameters. In turn, this might also mean the
derivation of wrong physicochemical properties, or even incorrect interpretation on what molecular
species are actually observed. The only way to mitigate this is to try to apply a physically sounded
model and possibly take corrective actions based on similar (but smaller) systems already
investigated. However, the selection of the fragments and the treatment of the boundary among
them are open questions that require considerable experience, good knowledge of the system to
be investigated and, above all, further algorithmic developments and implementations.

Modern computational spectroscopy aims to bridge the gap between sophisticated experimental
techniques and oversimplified analyses, also exploiting visualization and simulation techniques. An
interesting example is provided by oxirane derivatives, whose spectral features could not be
described by more simplified theoretical models. State-of-the-art simulations of IR, Raman, VCD,
ROA, OPA, ECD are in good agreement with their experimental counterparts allowing also to
reconcile theory and experiment,3>112.235.236

As mentioned in the previous section and along this primer, accurate methodologies have been
developed for the treatment of small- to medium-sized molecular systems (see e.g. refs, 34150,237),
linear-scaling and hybrid approaches (that will be addressed later in this section) allowing for their
extension to larger systems. However, a current challenge for computational spectroscopy tools is
provided by large flexible molecules, for which the analysis of the conformational PES is the first
obstacle to be overcome. In fact, in order to correctly interpret their spectroscopic features, the
knowledge of the structures contributing to them is mandatory. In this respect, in the last decade,
significant progress has been made thanks to stochastic (molecular dynamics or Monte Carlo)
techniques®® and machine-learning algorithms,?39234 3l| of them helping in deriving an exhaustive
account of the number and type of conformers relevant for the spectroscopic analysis.

Moving to spectral simulations, the number and types of LAMs are still a strong limitation for
accuracy. In fact, while a decoupling (or a minimization of the coupling) between SAMs and LAMs
together with a variational treatment of the latter modes can pose the basis for an accurate
spectroscopic treatment, this approach is currently effective for dealing with only one LAM.?38
Nevertheless, a further issue is the level of theory employed for the description of the portion of
PES (or PESs) required to the spectroscopic technique under consideration. In fact, the scaling of
most of the accurate QC models is prohibitive, thus hampering their application already to medium-

33



sized molecular systems. However, for the latter, composite schemes often provide an effective
solution. For larger systems, a possible way-out is offered by fragment-based approaches such the
molecules-in-molecules,?®® which is a multilevel partitioning approach coupled with electronic
structure studies at different levels of theory with the final aim of providing a hierarchical strategy
for systematically improving the computed results. At the same time, further improvements on the
reliability of methods rooted in the density functional theory (e.g. double-hybrid functionals, long
range corrections, etc.)?®® and the development of linear-scaling techniques, especially for the
exact-exchange?*®® and MP2%*! parts, paves the route toward more reliable computations for large
systems. In parallel, explicitly-correlated F12 treatments'® allows the reduction of the basis-set
dimensions in electronic structure computations, thus improving the reachable accuracy. A further
step is provided by local-correlation treatments based on PNO,%%07 which - as already mentioned
- allow for improving the scaling of coupled cluster treatments with the number of electrons.

While being aware that limitations and optimizations in the field of computational molecular
spectroscopy cannot be exhaustively addressed in this section, it should be noted that the accurate
spectroscopic characterization of open-shell species is more challenging than that of their closed-
shell counterparts, regardless of the size of the molecular system under consideration.?*? The
situation is even more involved for systems showing large static correlation effects (e.g. low-spin
states of most transition metals, see section 4.3), with methods rooted in the DMRG®3® or quantum
Monte Carlo?*® being good alternatives with respect to multi-reference methods and opening
promising routes toward effective treatments.
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[H1] 7. Outlook

The previous sections have shown that the ongoing developments of hardware and software are
allowing the study of the spectroscopic outcomes of several systems and processes of current
scientific and technological interest with an accuracy simply unthinkable even ten years ago.
Furthermore, the range of applications of computational spectroscopy has considerably widened
including now diverse fields as astrochemistry,?** atmospheric chemistry?* or catalysis,??° just to
mention a few. However, the historical dichotomy between accuracy and interpretability (not to
speak of feasibility and user-friendliness)** remains one of the hardest obstacles against the
definitive transformation of computational spectroscopy from a highly specialized field to a general-
purpose tool aiding both theoretically- and experimentally-oriented scientists in their research
work. This aspect is even more important since state-of-the-art spectroscopic investigations usually
involve the contemporary use of several experimental techniques and new, highly sophisticated
computational tools are constantly proposed and implemented. In this framework, the most needed
developments concern the extension of accurate evaluations of spectroscopic parameters from
small semi-rigid closed-shell systems containing light atoms in the gas phase?*’ to a general
workflow for the spectroscopic characterization of large, flexible chromophores in condensed
phases.?*® While most of the building blocks of the procedure are already available, their integration
into a robust, general, and user-friendly tool calls for further developments and validations.

One aspect to consider is the extension and validation of composite models for electronic structure
calculations to transition metals and heavy atoms, large systems, open-shell species, and excited
electronic states. Possible routes to achieve this include explicitly-correlated coupled-cluster
approaches,'%?4 |ocalized treatments of correlation (e.g. local pair natural orbitals, LPNO
[G]),231232 effective treatment of static correlation,'3628 further improvements of density
functionals for comprehensive scans of PESs?*° as well as reliable structure and force-field
evaluations,?®® more effective treatments of excited electronic states.?>%2>!

Another important aspect to take into consideration is the vis-a-vis comparisons between computed
and experimental spectra, including positions and heights (i.e. intensities) of band maxima, but also
spectral shapes®! and the extension of such comparisons to all possible spectroscopies. This in turn
requires accurate yet effective evaluations of all the parameters needed by different spectroscopic
techniques!®32°2 and their post-processing. Indeed, the vis-a-vis comparison is probably the best
way to exploit the interplay of experiment and theory.

To improve the spectroscopic analysis of flexible molecules, in particular in the fields of rotational
and vibrational spectroscopies, general-purpose treatments of their spectra in terms of curvilinear
internal coordinates, possibly coupling the variational treatment of LAMs with the perturbative
treatment of SAMs and couplings, need to be developed and implemented.?*>?>3 A promising
alternative is offered by integrated treatments of electronic and high-frequency nuclear motions by
means of nuclear-electronic orbitals.?>* In the framework of electronic spectroscopies, the
extension to large chromophores of anharmonic vibronic models?> for absorption and emission
electronic spectroscopy, also including chiroptical spectra, is important to take a step forward in the
characterization of biomolecules.

Effective coupling between explicit dynamic treatment of soft degrees of freedom (e.g., torsions
around single bonds, ring puckerings, and solvent fluctuations) involving large-mass moieties (for

which classical equations of motion are fully adequate) and quantum-mechanical treatment of hard
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degrees of freedom.?*® These developments will allow the accurate yet effective treatment of large
flexible systems in condensed phases, which is hardly feasible with current software and hardware.

Integration of the variational (QM, QM/QM’ or QM/MM, MM standing for molecular mechanics and
the “slash” used to denote that two levels of treatments are employed, thus implying a partitioning
of the system) evaluation of large-scale deformations (e.g. different conformers and/or different
topologies of solute-solvent interactions in the cybotactic region) with the perturbative (e.g. PMM
[G]) evaluation of fluctuations within different basins.®® Also in this case, clever coupling of
variational (QM/QM, etc.) and perturbative (PMM) approaches will strongly reduce the computer
requirements (both time and memory) without sacrificing the accuracy of the overall computation.

In the framework of ro-vibrational spectroscopy, effective determination of partition functions
(and/or density and number of states) beyond the rigid-rotor/harmonic-oscillator model?>7:2°8
would allow the computation of accurate thermodynamic functions and reaction rates for flexible
systems possibly in condensed phases.

Implementation of artificial-intelligence tools for the sampling of PESs after their training with
reference to state-of-the-art QC results paves the route toward very accurate energies, structures
and force fields of both local minima and transition states at a cost comparable to that of
inexpensive MM methods.?*° On the other hand, implementation of immersive virtual- and
augmented-reality tools for the effective setup of general spectroscopic studies and the interactive
analysis of the results?>® can revolutionize the whole field (as well as many others), thereby changing
the perspective from abstraction to perception by bringing the objects under study to the same
spatial-temporal scale of human beings. In a more distant perspective, effective use of quantum
computing will improve the rate of state-of-the-art techniques.?®® As a matter of fact, the exact
solution of the Schrédinger equation has an intrinsic exponential scaling with the dimension of the
problem and the most accurate QC techniques scale as high powers (at least 108) of the number of
active particles. In parallel, the speed of traditional computers scales linearly with the number of
cores, whereas the scaling of quantum computers is, in principle, exponential.

In summary, in this Primer --focusing on a selection of molecular spectroscopic techniques-- we have
shown how Computational Spectroscopy works, briefly presenting its foundations as well as
significant results and applications. Furthermore, along this Primer, the fundamental role of
Computational Spectroscopy in supporting and complementing experimental investigations has
been addressed. A critical analysis of its current limitations and possible improvements has also
been performed, which has been concluded by an exhaustive presentation of future perspectives
and needs.
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Glossary (terms in text annotated with [G])

AC Absolute Configuration: indicates the spatial arrangement of atoms in a chiral system
and its stereochemical description.
AILFT Ab-initio ligand field theory: is a method connecting the results of ab initio calculations

with the parameters entering ligand field theory.

Anharmonicity

Deviation from the harmonic-oscillator behavior.

BO (approximation)

The Born-Oppenheimer Approximation: is the assumption that the motion of atomic
nuclei and electrons can be treated separately, based on the much larger mass of
nuclei.

CASPT2

Complete active space perturbation theory to second order: is one specific
generalization of MP2 (see below) to multiconfigurational reference wave-functions.

CC (theory)

Coupled-cluster (theory): is a hierarchy of electron correlation methods that, by means
of an exponential Ansatz, systematically converge to the exact solution of the molecular
Schrédinger equation starting from the independent particle Hartree-Fock model.

CD

Circular Dichroism: is dichroism (splitting of a beam of light into two beams with
different wavelengths) involving circularly polarized light, i.e., the differential
absorption of left- and right-handed light.

CCSD(T)

CC method that considers full account of single and double excitations and a
perturbative treatment of triple excitations.

CFT

Crystal field theory: describes the splitting of the (relativistic) many particle multiplet
states of anion in a d" or f” configuration incurred by the electrostatic interaction with
its coordinating ligands that are treated as point charges.

CIS

Configuration interaction (i.e. mixing of ground and excited electronic states) including
only single excitations from a reference Slater determinant.

Combination band

A combination band is observed when two or more vibrations are excited
simultaneously

Conformer Isomer that can be converted into another one by rotation about a formally single
bond.
Contact Unitary transformation with an exponential operator U = exp(iS), where S is Hermitean

transformation

and antisymmetric with respect to time reversal, thus ensuring that U is unitary and
invariant to time reversal.

Cybotactic (region)

The region around a solute molecule including solvent molecules belonging to the first
solvation shell, i.e. showing close solute-solvent contacts

DFT

Density functional theory: is a quantum-mechanical method in which the properties of
a many-electron system are determined using functionals (i.e. functions of another
function) of the spatially dependent electron density and, possibly, its derivatives.

DMC

Diffusion Monte Carlo: provides a Monte Carlo based approach for obtaining the exact
ground state solution to Equation 2.

DMRG

Density matrix renormalization group: is a very efficient numerical variational
technique devised to obtain the lowest-energy wavefunction of a given Hamiltonian
expressed in terms of a matrix product state.

(DL)PNO

(Domain-based local) pair natural orbitals: are electron pair specific localized natural
orbitals expanded in a set of local atomic orbitals belonging to pair specific domains.

Double-perturbative
approach

Simultaneous perturbative treatment of the energy and one property (e.g. the electric
dipole moment in infrared spectroscopy) around a stationary point.

ECD

Electronic version of the circular dichroism (see above)

Electron correlation

Electron Correlation: describes the effects of electron-electron interactions beyond the
mean field Hartree-Fock model.

Electron Correlation:
Dynamic

Electron correlation effects describing the “instantaneous” electron-electron
interaction if groups of electrons approach each other in close proximity.

Electron Correlation:
Static

Electron correlation effects describing the correlated motion of electrons not captured
correctly by the single Slater determinant treatment offered by the Hartree-Fock
model.

Energy level

According to quantum mechanics (see below), the allowed energy for a system is not
continuous, but discretized in energy levels.
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Ensemble of walkers

A large number of virtual copies of a single particle moving randomly over a given
potential energy surface.

EOM Equation-of-Motion: in a quantum chemistry context it refers to the coupled cluster
treatment of electronically excited or ionized states

ESR Electron spin resonance: is a spectroscopic techniques equivalent to NMR (see below)
but dealing with excitation of the electronic spins in open-shell systems.

EPR Electron paramagnetic resonance: is a synonym of electron spin resonance.

Force constant

Derivative of the potential energy with respect to nuclear coordinates evaluated at the
minimum structure (e.g. the quadratic force constant is the second derivative).

Fundamental band

Vibrational transition from the vibrational ground state to the first excited state of a
given vibrational mode.

FWHM/HWHM Full/Half width at half maximum: is the width (or half the width) between the two
points where the value of the function is its half maximum.

Hamiltonian In quantum mechanics, it is the operator corresponding to the energy of a system.

Harmonic Model in which the vibrational motion is described in terms of masses attached to a

spring, whose energy is governed by a quadratic potential.

Hybrid/Double-
hybrid density
functional

Families of density functionals including a percentage of Hartree-Fock exchange
(hybrid) and MP2-type correlation (only double-hybrid).

Imaginary time

Since the time evolution of a quantum system starting from time to is governed by exp[-
iH(t-t0)] where H is the Hamiltonian operator, T = i(t-t0) is usually referred to as
imaginary time.

Infrared spectroscopy

Spectroscopy using the infrared region of the electromagnetic field to study the
excitation of the vibrational states of molecules.

LFT

Ligand Field Theory: a semi-empirical “perturbed ion” model, based on CFT, that
describes the electronic structure and properties of transition metal complexes.

Line-shape function

A mathematical function (usually Gaussian, Lorentzian or a combination of both)
describing phenomenologically the shape of a spectral band.

MCD The Circular Dichroism induced by a static, longitudinal external magnetic field.

LAM Large amplitude motion: refers to a molecular vibration whose amplitude is so large
that the harmonic oscillator model is no more a reliable zero-order approximation.

Mossbauer  isomer | The shift in resonance frequency of the nuclear gamma-ray transition in a Mdssbauer

shift active isotope (e.g. >’Fe) caused by its interaction with the molecular environment.

MM Molecular mechanics (or force-field methods) uses classical type models to predict the
energy of a molecule as a function of its conformation.

MP2 Mgller-Plesset theory including many-body effects on top of the mean field Hartree-
Fock reference wavefunction up to the second order of perturbation theory.

MRCI Multi reference configuration interaction: extends the configuration interaction
approach to multireference wavefunctions.

Multiplet The ensemble of many particle states that arise from the distribution of a given number
of electrons among sets of degenerate atomic or molecular orbitals under the action of
the electron-electron (and perhaps the spin-orbit coupling) interaction.

NEVPT2 N-electron valence state perturbation theory to the second order: is a variant of second
order multireference perturbation theory similar to CASPT2.

NMR Nuclear magnetic resonance: is a spectroscopic technique based on the perturbation
of nuclei in a strong constant magnetic field by a weak oscillating magnetic field (in their
close environment), which produces an electromagnetic signal with a frequency related
to the magnetic field at the nucleus.

Normal mode / | Vibrational motion of the molecules where all atoms vibrate in phase with the same

Normal coordinate

frequency but with different amplitudes, and the center of mass remains fixed. A
normal coordinate is a linear combination of Cartesian displacement coordinates. The
motion described by a normal coordinate is called a normal mode.

OPA Spectroscopic technique in which one-photon absorption leads from the electronic
ground state to an excited electronic state.
OPE Spectroscopic technique in which one-photon emission leads from an excited

electronic state to a less-excited (lower energy, usually the ground) state.
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OR

Optical rotation: is the rotation angle of the polarization plane of polarized light issuing
from its passage through a layer or a liquid and is determined by the concentration of
chiral molecules and their structure in a substance.

Orbital splitting

Splitting of a specific orbital due to external factors (e.g. electric or magnetic field).

ORD Optical rotatory dispersion: is the variation of the optical rotation of a substance with
a change in the wavelength of light.

Overtone Vibrational transition involving the excitation of two or more quanta of a given
vibration mode (i.e. the quantum number describing the vibrational energy levels
change varies by two o more)

PCM Polarizable continuum model: description of bulk solvent effects in terms of a
polarizable continuum in which the solute is fully embedded.

PES Potential energy surface (multi-dimensional, hyper-surface): describes the variations of
the electron energy of a system in terms of suitable nuclear coordinates.

PMM Perturbed matrix method: describes solvent effects on a quantum center in terms of

CIS, whose elements are the energies of the isolated solute perturbed by the electric
field produced by the different configurations of the solvent issuing from a molecular
dynamics simulation.

Position array

Array containing the coordinates of the position of a specific point in a multi-
dimensional space.

PS Property surface (multi-dimensional): describes the variations of a property as a
function of suitable nuclear coordinates.

QC Quantum chemistry (quantum chemical being the corresponding adjective): refers to
the application of quantum mechanics to chemistry.

QM Quantum mechanics (quantum mechanical being the corresponding adjective): is a

fundamental theory of contemporary physics that provides a description of the
properties of the matter at the atomic and subatomic level.

Raman spectroscopy

Rotational or vibrational spectroscopy that exploits the Raman effect (inelastic
scattering).

Rigid-rotor harmonic-
oscillator model

A reference model in which a molecular system as a whole is described in terms of a
rigid rotating object and in terms of decoupled harmonic oscillators for its vibrational
motion.

ROA Raman optical activity: is a vibrational spectroscopy based on the differential Raman
scattering of left and right circularly polarized light due to molecular chirality.

Rotational Spectroscopy using the microwave region of the electromagnetic field to study the

Spectroscopy excitation of the rotational states of molecules.

Rovibrational Spectroscopy dealing with rotational and vibrational states of molecules.

Spectroscopy

SAM Small amplitude motion/mode: refers to a molecular vibration whose amplitude is

small enough so that the harmonic oscillator is a reliable zero-order approximation.

Schrédinger equation

Equation associated to the Hamiltonian operator: its resolution provides the allowed
energy levels (eigenvalues) and the corresponding wave functions (eigenfunctions).

Slater determinant

Representation of a many particle ‘mean-field’ wavefunction in terms of the
antisymmetrized products of single-electron wavefunctions (molecular orbitals).

SOC

Spin orbit coupling: refers to the coupling between the spin and the orbital angular
momenta.

Spectroscopic

The passage between two energy levels, i.e. from an initial to a final state, detected by

transition a spectroscopic technique.

SQUID Magnetometer based on superconducting loops used to measure very low magnetic
fields.

STEOM Similarity transformed equations of motion (see above).

TDA Tamm Dancoff approximation: is, from a practical point of view, a synonym of CIS.

Template approach

A model in which the structure of a molecular system is refined with reference to
suitable fragments, whose structures are accurately known.

VCD

Vibrational version of the circular dichroism.

VCI

Vibrational configuration interaction: exploits the configuration interaction model to
treat vibrational motions.
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Vibronic

Spectroscopy involving the simultaneous excitations of vibrational and electronic states

spectroscopy of molecules.

VPT2 Vibrational perturbation theory to second order: exploits perturbation theory to the
second order to treat the vibrational motions.

VSCF Vibrational self-consistent field: exploits the self-consistent model to treat the

vibrational motion.

Wave function

Mathematical description of the quantum state of an isolated quantum system
resulting from the corresponding Schrodinger equation.

ZFS Zero field splitting: describes the lifiting of the degeneracy of the 2S+1 magnetic
sublevels of a spin multiplet with total spin S in the absence of a magnetic field, caused
by the effects of SOC and electron-electron spin-spin interactions.

ZPE Zero-point energy: is the lowest energy that a quantum system may have, which,

contrary to the classical case, is nonzero due to the Heisenberg uncertainty principle.
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