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Abstract

Aerated cavities behind the impeller blades in stirred tanks affect the power transferred to the
liquid that in turns affects heat and mass transfer, thus the development of fully predictive
simulation methods to detect the formation of cavities, their size and structures is of paramount
importance for an effective simulation of aerated reactors and bioreactors. In this work, operating
conditions corresponding to different cavity structures are investigated by means of a Reynolds
averaged two-fluid model without adjustable parameters. Based on the comparison with previous
experiments and correlations, the method is proved to be reliable in the prediction of the transition
between vortex-clinging and small '3-3' cavities, cavity size and power drawn reduction. For the
first time, small '3-3' cavities with volume fractions close to unity are obtained with a steady
approach. The power reduction mechanism is observed and a novel interpretation of the formation
of the asymmetrical cavities is proposed.



1 Introduction

Gas-liquid stirred tanks are frequently used in many industries such as, for instance, chemical
engineering, biotechnology, and mining [1,2]. The numerical simulation of the multiphase fluid
dynamics of this equipment is often performed with a Two-Fluid Model (TFM) approach, in the
context of the Reynolds Averaged Navier-Stokes (RANS) equations [3], due to the relatively cheap
computational demands of this modelling method, that is the only one actually usable at industrial
scale and high dispersed phase volume fraction [4]. Besides this common modelling ground,
several different correlations are often adopted in the closure of the model equations, depending
on the investigated range of operating conditions, bubble size modelling approach, and scale of
the interphase phenomena [5]. Furthermore, closure models for turbulent bubbly flows may
contain empirical parameters that are often adjusted to match a specific data-set used in the
development and testing of a particular modelling approach, thus making it less readily applicable
[6]. The predictive Computational Fluid Dynamics (CFD) simulation of gas-liquid stirred tanks
has been an active field of study since the late 90’s of the last century [7] and a recent review of
the state of the art of TFM/RANS modeling of gas-liquid stirred tank was performed by Shi and
Rzehak (2020) [5]. By means of example, in this context stirred tanks have been approached in
terms of a thorough study of the turbulent features of the gas-liquid flow [5,8], focusing on the
local gas hold-up and bubble sizes [9,10], addressing the prediction of the mixing time in the liquid
phase [11] and of the interphase mass transfer [12,13].

One of the most important features of the gas-liquid fluid dynamics in mechanically stirred
tanks is the reduction of the power drawn by the impeller, due to the formation of gas cavities
behind flat impeller blades [ 14—16]. A gas cavity behind the impeller blades means that segregation
exists between the gas and the liquid phase, thus the expected local gas volume fraction should be
close to unity. The gas accumulation behind the impeller blades has been qualitatively predicted
by several authors, but with local volume fractions of gas that are usually far from the expected
values. In particular, many early investigations predicted a gas volume fraction of around 0.15
[17,18]. By means of example, Ranade et al. (2001) [17] predicted a local volume fraction behind
the impeller blades larger than 0.1 and advanced the hypothesis that the model was incapable of

simulating gas cavity formation since a coalescence model was not included in the formulation,



even though they captured significant gas accumulation in the region of trailing vortices. Kerdouss
et al. (2006) [18] modified the drag law to account for the effect of turbulence changing the
viscosity term in the relative Reynolds number and obtaining a local volume fraction of 0.1. Other
works managed to predict higher local gas accumulation behind the impeller blades with values
up to 0.3 [19,20] in operating conditions where the ‘3-3” cavity structures were expected. Despite
the larger gas accumulation, no asymmetry was observable from their results. Local gas hold-up
of 0.5 was predicted by Kshatriya et al. (2007) [21] and by Deen et al. (2002) [22] and the authors
reported that continuous and dispersed volume fraction was used in their formulation of the drag
force. Experimental studies on swarms of bubbles in bubble columns [23] lead to the formulation
of a drag law in which it was included the dispersed phase volume fraction and this formulation
proved successfully in the numerical prediction of regime transitions in bubble columns [24]. The
inclusion of the continuous and disperse phase volume fractions in the drag force imposes that the
interphase forces go to zero when high volume fractions of continuous and dispersed phases are
locally found. In the simulation of stirred tanks, this was accounted for by Lane et al. (2005) [9]
modifying the bubble diameters at high gas hold ups by means of an algebraic function dependent
on an adjustable parameter. The modified bubble diameter thus produced a modified drag
coefficient. With this approach, the authors predicted a local gas volume fraction of 0.8. In a recent
publication Cappello et al. (2021) [4] obtained aerated gas cavities with gas volume fractions up
to 1 with TFM-RANS simulations with a Multiple Reference Frame and with a Sliding Mesh
description of the impeller motion. In the latter case, the authors predicted the ‘3-3’ cavity
structures, while with the former approach that was not observed, even because just one sixth of
the geometry was simulated. More recently, the promising capability of a fully predictive
methodology based on the TFM-RANS model for the simulation a multiple impeller gas-liquid
stirred tank for industrial fermentation application, including the gas cavities formation, has been
presented [25]. Overall, further analysis of the modelling techniques and fully predictive
methodology as well as experimental validation of the results in a wide range of gas-liquid
dispersion conditions are required for assessing the reliability of RANS based simulation of gas-
liquid stirred tanks, particularly when gas accumulation takes place, due to the power draw

reduction and its important effect on the volumetric mass transfer coefficient.

In this study, the computational method advanced in a previous investigation [25] is applied to

a single impeller stirred tank under different operating conditions, corresponding to a single gas-
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liquid flow regime of incomplete recirculation (loading conditions) and different cavity structures,
namely the vortex-clinging and the ‘3-3” small cavities. The goal of the study is to provide a severe
benchmark for the model by the comparison of predictions with previously published experimental
data, in terms of both cavity size and gassed to ungassed power ratio by adopting a fully predictive

methodology.

2 Stirred tank operating conditions

Different gas flow rates, Qg, at the same impeller rotational speed N, were selected to
investigate the gas cavity formation behind the blade of the impeller, in the loading flow regime
of a standard geometry stirred tank. The gas cavity area formed at the rear of the blades of a
Rushton and the relative power demand (RPD), experimentally obtained by Paglianti et al. (2008)
[26] in a tank of diameter equal to 0.48m stirred with a Rushton impeller of diameter equal to
0.151m positioned at an off-bottom clearance of 0.24m, were adopted to quantitatively validate
the numerical results presented in terms on non-dimensional quantities, for a direct comparison,
with the smaller stirred tank simulated in this work. The investigated operating conditions [26] are
reported in Figure 1 in a map obtained with correlations from the literature for the identification
of the gas cavity structures as a function of relevant dimensionless numbers, that are the Froude,
Fr = N2D/g, and the gas flow number, Fl; = Q;/D3N, with D being the impeller diameter and

g being the gravitational acceleration.



= = rFormation of cavities
100 | |——S33
......... L33
111 I<
¥* ¥* * ¥
= P
107 I 11
VC S33 L33
107~ ‘
-2 -1
10 10

Fa

Figure 1 — Gas cavities map obtained from Eqs. 1-3. The symbols represent the investigated operating
conditions.

The condition at which cavities develop is obtained from [14]:

(Fr)cp = 0.045 1
With (Fr).p being the minimum Froude number at which cavities are observed. The transition
from vortex and clinging cavities to small ‘3-3” cavity structure (S33), that corresponds to 3 large

and 3 clinging cavities, occurs at [ 14]:

R 2 0.07 T 0.5
(Flg)s_s = 0.0038 [ —— (—) 2
Fr D

Where (Fl;)5_5 is the impeller gas flow number at which the transition is observed, and Re =

ND?p, /u; is the impeller Reynolds number. Small ¢3-3’ cavities are expected up to [14]:

Fl; =0.1 3
in fact, at gas flow numbers higher than this threshold large ‘3-3’ cavities develop (L33),

consisting in 3 small and 3 large alternating cavities.

The four operating conditions investigated by means of computational fluid dynamics indicated
with Roman numerals in Figure 1 were chosen in order to assess the general applicability of the
modelling approach, thus covering different conditions. According to the correlations from the
literature, shown in Figure 1, Cases I and II develop vortex-clinging cavities, while in Cases 111

and IV small ‘3-3’ cavities are expected. As in the experiments, the gas-liquid system consisted of



water (density pr=998 kg/m?> and viscosity u=0.001 Pa-s) and air (density pc=1.2 kg/m?). The gas
flow rate, the relative impeller gas flow number, the Froude number, and the gas superficial
velocity Ug,, = Q¢/(T?m/4) corresponding to each case are summarized in Table 1. The
simulations were run in the computational domain that closely matched the geometry of a standard
geometry stirred tank reproducing a scale down by a factor of 0.48 of the one used by Paglianti et
al. (2008) [26]. A cylindrical, flat-bottomed, fully baffled stirred tank with diameter, T, of 0.23m,
with four equally spaced baffles T/10 wide and a Rushton impeller of diameter, D, equal to T/3,
with an off-bottom clearance of T/2 mounted on a central shaft was adopted. The liquid height is
equal to T and the gas is injected in the system through a ring sparger of diameter 0.4D positioned
at an off-bottom axial distance of T/5. As for the gas dispersion condition, following the
correlations developed by Nienow [16,27,28], the loading flow regime is expected for all the

Cases.
Table 1 — Operating conditions of the different cases considered in this work, N=5.6s"!

Case Number Qc-—|[L/h] Fl¢ Fr  Usp—[m/s] Pg/Pu

I 110 0.012 0.25 0.7x10°  0.88
I 221 0.024 025 1.5x10°  0.75
111 554 0.061 025 3.7x10° | 0.54
I\Y 775 0.085 025 5.2x10°  0.43

The gassed to ungassed power consumption ratio reported in Table 1, that will be adopted for
the estimation of the bubble size, was obtained with the following approach proposed by Smith et
al. [29], which estimates the gassed to ungassed power ratio based on the gas-liquid flow regime

and the cavity structures.

When there is formation of vortex-clinging cavities, the relative power demand is calculated as:

P
P—g =1-16.7(Fl;)(Fr)®35 4

u

While with small ‘3-3” cavities the relative power demand is obtained from:

P v 4 pytlo=01
F, (Flg)3-3— 0.1
A = 1 - 17(FZG)3—3(FT')0'35 5

B =0.27 + 0.022/Fr



3 Model description

The modelling approach is based on the steady state Reynolds averaged formulation of the Two-
Fluid model equations, namely the Eulerian multifluid model as implemented in ANSY'S Fluent

19.3, that reads as:
V- (aipu;) =0 0

V- (aipusuy) = —a;VP + a;pig + V- (7 + 7{) + Fp + Frp 7

With a; being the volume fraction of the phase i, p; its density, u; the mean velocity vector of
the phase i, T; and 7} its laminar viscous stress tensor and the Reynolds stress tensor respectively, P
being the pressure. The standard k-¢ turbulence model, considering phase-averaged properties
(mixture formulation) as implemented in the ANSYS Fluent 19.3 CFD software, was used to

calculate the Reynolds stress tensor.

The momentum conservation equations for the liquid and gas phase are coupled through two
interphase momentum exchange terms, namely the drag force, Fp, and the turbulent dispersion
force, Frp. Based on previous results, additional contributions to the interphase momentum

transfer are neglected [10,13,19].

The drag force was expressed in terms of the bubble terminal velocity by a User Defined

Function (UDF), as:

QoG

Fp —79(/&—PG)”uG_uL”(uG_uL) 8
t

Where u; and u;, are the gas and the liquid mean velocities respectively, p; and p; are the liquid
and gas densities, and U, is the bubble terminal velocity. In Eq.8 both the disperse and continuous
phase volume fractions are present, and the latter is due to the force balance performed in a

Eulerian frame [23], as already done for swarms of bubbles in bubble columns [24].

The Burns et al. [30] model was adopted to describe the turbulent dispersion force, adopting

the bubble terminal velocity, as in the drag force, as:

a ag Ut (VaG VaL)
Frp =—— — - - 9
TD U2 9(pL — pe)llug — gl lpLSCt,L g @,



Where p, is the turbulent viscosity and Sc,, is the turbulent Schmidt number for the liquid
phase, with a default value of 0.9. As already pointed out by Scargiali et al. [31], the advantage of
adopting the bubble terminal velocity instead of the bubble drag coefficient in Eq. 8 and 9 is to
directly adopt the sole parameter really characterizing the interphase momentum exchange. It is
particularly convenient in gas-liquid dispersions, since, depending on the conditions, slight
variations of the bubble terminal velocity are obtained in certain bubble size ranges, thus leading
to the same results whether a single bubble size or a bubble size distribution were employed to

model the disperse phase.

The bubble terminal velocity is obtained with the correlation by Grace et al. (2005) [32], that reads:

4 B
U, = 753 Mo—0-149 (C1 [_ Eo MO—0.149] _ 0.857) 10
pLdp 3

Where Mo = utg(p, — pg)/(p?a?) is the Morton number equal to 2.6x10™!'!, in which y;, is the
liquid viscosity, and Eo = g(p, — pg)d3/o is the Edtvos number, reported in Table 2, with ¢
being the water surface tension equal to 0.072 N/m. The constant bubble diameter, dp, is obtained
from established correlations from the literature [33], as treated in detail in Section 3.1. When the
term in square brackets is between 2 and 59.3, C; and S are equal to 0.94 and 0.757 respectively,
while when the term in square brackets is bigger than 59.3, C; and S are equal to 3.42 and 0.441
respectively. The correlation by Grace et al. (2005) [32], applies to the ellipsoidal bubbles expected
in the investigated flow regime. When the bubble Reynolds numbers, Reg = U:p,dg/mu,
reported in Table 2, assumes values 0.1 < Rep < 300, deviations from a spherical shape and
internal circulation are so small that the correlations for spherical bubbles and elliptical bubbles
predict very similar terminal velocities [32]. For spherical bubble Reynolds number up to 400, the
deviation between the terminal velocity obtained with the Schiller and Naumann correlation [34]

and the Grace et al. (2005) [32] correlation is less than 5%.
3.1 Bubble size correlations

The correlations derived by Alves et al. (2002) [33] were adopted to obtain the bubble size
either in the bulk of the tank or at the turbine discharge. In the work by Paglianti et al. (2008) [26]
a coalescent liquid was used (de-ionized water), therefore Eq.11, that describes the Sauter mean

bubble diameter in the bulk of stirred tanks with coalescing continuous phase, was adopted:



P -0.14
dg = 0.0076 (79) 11

For the Sauter mean bubble diameter in the impeller zone, Alves et al. (2002) [33] report two
different correlations. For Usyp lower than 2x107, such as Cases I and II in this study, Alves et al.
(2002) [33] report that for both coalescing and non coalescing systems the Sauter mean bubble
diameter can be correlated with the following single expression:

p 052
dg = 0.25 (%) 12
while for Usyp higher than the above-mentioned threshold (Cases III and IV), when the effect of
the gas loading becomes important, the correlation for the Sauter mean bubble diameter in the
impeller zone for coalescing systems becomes:

Q Pg —-0.24
= 8. 5— )= 13
dy 85<1+32 5D2)<V,)

In Eq.11-13, F; is the impeller power consumption in gassed conditions, obtained from Eq. 4-
5, V 1is the volume of the mixture in the tank and V; is the volume swept by the impeller, that for

the Rushton turbine is equal to V; = /20 D3.

The bubble diameters obtained with Eq.11-13 are reported in Table 2, together with the terminal
velocities as obtained with Eq.10. As can be observed in Table 2, the terminal velocities of the
bubbles are identical for the bulk Sauter mean diameter range considered in this study. In these
conditions the shape of the bubbles is ellipsoidal, and it is known that the terminal velocity of

bubbles in the ellipsoidal regimes is almost unvarying in a wide size range.

Table 2 — Bubble diameters and terminal velocities for the different Cases

Bulk (Eq.11) Impeller (Eq.12 -13)
Case Number dg-[mm] U,-[m/s] Reg Eo dg-|mm] U;—-[m/s] Reg Eo
I 3.6 0.25 889 1.74 1.2 0.14 164 0.19
II 3.7 0.25 906 1.82 1.3 0.15 190 0.23
11T 3.8 0.25 946 2.00 1.5 0.16 245 0.31
v 4.0 0.25 974 2.13 1.9 0.19 357 0.48

Moreover, the predicted bubble diameter shows just small differences in the four Cases. Table 2

also shows that the range of terminal velocities of the bubbles with the Sauter mean diameter as
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obtained with correlations in the impeller zone barely changes, the only exception being Case IV,
for which the bubble terminal velocity is higher since the bubble regime is transitioning from

spherical to ellipsoidal.
4  Computational domain and solution procedure

The computational domain is shown in Figure 2, and it was discretized in about 2 million
hexahedral cells, that are sufficient to produce grid independent mean flow and turbulent variables

[35].

Figure 2 — Stirred tank meshed geometry. The interface between rotating and stationary reference frame
is highlighted in red.

The relative motion of the rotating impeller and the tank wall and baffles was modelled with
the so-called multiple reference frame, MRF, algorithm. The stirred tank volume was divided into
2 different domains: one for the cells in the proximity of the impeller and one for the remaining

cells. For both phases no-slip boundary conditions were adopted at the solid walls.

A single-phase velocity inlet was assumed for the gas phase on the upper surface of the air-
sparger and the so-called degassing boundary condition was adopted on the free surface at the top
of the tank, acting as an outflow boundary condition for the gas phase and as a free-slip wall for
the liquid phase. The free surface was always located at an elevation equal to T, since for the
investigated conditions the maximum expected variation of the liquid height due to the gas

entrainment was less than 5 mm.
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The momentum and the transport of turbulent variables equations were discretized with the
second order upwind scheme, while for the volume fraction transport equation the QUICK scheme
was used. The pressure-based coupled algorithm as implemented in ANSYS Fluent was adopted
for the pressure-velocity coupling. The single-phase steady state flow field was used as the initial
conditions for the simulations. Air was then injected from the sparger and the two-phase steady
state solution was achieved by means of a pseudo-transient approach [36] with pseudo-time-steps
of 0.001s. Since steady-state MRF TFM simulations in Fluent do not enforce mass conservation,
this approach was necessary to ensure it. The iterative solution was stopped after the scaled
residuals reached constant values of the order of 10 - 10, after the forces measured on the
impeller blades and the baffles reached a constant value and when the mass flux injected from the

sparger matched the net mass flux exiting the system, ensuring a negligible mass imbalance.

5 Results and discussion

The results of the CFD simulations are presented in this section. Firstly, the predictions in
different cavity regimes are analysed, with particular focus on the different cavity structures and
the subsequent relative power demands. Then, the effect of the bubble size obtained from the
correlations on the gassed to ungassed power ratio and on the cavity size and shape is treated.
Lastly, the power draw reduction due to the presence of the gas cavities is assessed through a local
analysis of the pressure field on the two sides of the impeller blades and through the analysis of

the liquid flux pumped by the impeller.

5.1 Predictions of different cavity structures

Case I to IV were simulated to assess the gas cavity predictions and the relative reduction in the
power consumption for different cavity structures in the loading regime. In these simulations, a
single Sauter mean bubble diameter in the impeller zone, dinpeirer, Was adopted for each simulation

to calculate the bubble terminal velocity in the whole vessel.

The cavities were defined as the grid cells in which the gas volume fraction is higher than 0.95

and they are presented in Figure 3 for all the four Cases. Figure 3 shows that the present model
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can predict the cavity shape. In Case I and II vortex-clinging cavities are expected, while
determining the relative weight of the vortex and the clinging contribution to the aerated cavity
may prove challenging. Experimental observations of Van’t Riet & Smith [37] report that in their
system just vortex cavities developed at Fr = 0.0845 and Flg = 0.0067 and increasing the gas flow
rate results in the whole rear surface of each blade carrying a clinging cavity. The clinging cavities
in Case I, Figure 3 (a), and Case II, Figure 3 (b), are predicted by the model with bigger size at
higher gas flow rates, as expected. The shape of the vortex-clinging cavities, as reported in the
literature [16], exhibits also two “elongations” corresponding to the trailing vortexes. This feature
is not predicted in the numerical simulations since the Reynolds Averaged formulation of the
Navier-Stokes equations is intrinsically ineffective in predicting the trailing vortexes that originate

behind the impeller blades.
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Figure 3 - Gas cavities as predicted for Case I (a), Case Il (b), Case III (c) and Case IV (d). The color
map indicates the gas volume fraction.
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The small ‘3-3’ structures of Case III and IV are visible in Figure 3 (¢) and (d) respectively, and
the alternation of large and clinging cavities is consistently captured by the simulations. In previous
publications [17] it was speculated that the numerical prediction of the gas cavities required the
inclusion of a coalescence mechanism in the model. It is worth to underline that in this work the
prediction of cavities with high gas volume fraction (higher than 0.95) was captured without
including any coalescence model. Moreover, alternating pattern of the small ‘3-3° cavities was
obtained with a steady-state MRF simulation and, to the best of authors’ knowledge, this is the

first time that this feature has been successfully reproduced in this context.

A quantitative comparison between the cavity to impeller area ratio numerically predicted and
experimentally measured by Paglianti et al. (2008) [26] is shown in Figure 4. For a direct
comparison with the experimental values, that were obtained from bottom pictures of the cavities,
the surfaces enveloping the cavities are projected on a plane parallel to the bottom of the tank and

the total projected area is divided by the area swept by the impeller.
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Figure 4 — Comparison between experimental (Exp.) [26] and the CFD prediction of the cavity area to
impeller area ratio for the different Cases as a function of the gas flow number.

The exact value of the gas volume fraction defining the cavity is not known, but it would be
close to unity. This uncertainty affects both the experimental and the numerical results, hence two
values of the gas volume fraction of the cavities were used, to assess the sensitivity of the results

on this choice.
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The two values were computed considering the cavity as a volume where the gas volume
fraction is higher than 0.95 (higher value) or with gas volume fraction higher than 0.99 (lower
value). An overall good agreement between experimental and predicted values is obtained for all
cases, with a different level of uncertainty depending on the specific case and the threshold value

of the cavity detection.

To quantitatively estimate the capability of the model to catch the experimentally observed
cavities, the projected area of the cavity obtained with a gas volume fraction threshold of 0.95
behind each blade was calculated for each Case. The coefficient of variation (CoV) obtained from
the standard deviation from the average cavity size was calculated and it was found that the CoV
for Case I and Case Il is 1.4% and 1.7%, respectively, whereas for Case III and Case IV it is 43.6%
and 38.12%, respectively. This result highlights how the cavities have almost the same size in the
vortex-clinging regime, whereas large differences are found when the small ‘3-3” cavities develop.
In particular, one large cavity on average contributes to the total projected area of the gas cavities
for 23.2% and 22.5%, for Case III and IV respectively, while the area of each small cavity
contributes to 10.1% and 10.9% for Case III and IV to the total projected area. This result quantifies
the asymmetry observed in the small ‘3-3’ cavity regimes and can be used to estimate the relative

size of the cavities for the ‘3-3’ structures.

The simulations also showed the typical shape of the "gas fingers" in the gas pocket below the

impeller disk, reported by Warmoeskerken (1986) [38], and they are shown in Figure 5.

Direc%%’

of Rotation

(a) (b)
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Figure 5 — Lower view of the impeller disk, (a) schematic view adapted from M.M.C.G. Warmoeskerken,
Gas-liquid dispersing characteristics of turbine agitators, TU Delft, 1986, and (b) as obtained from Case
11, where the color map quantifies the gas phase volume fraction.

The gassed to ungassed power consumption ratio as predicted by the numerical simulations is
reported in Figure 6, together with the experimental gassed to ungassed power consumption ratio
measured by Paglianti et al. (2008) [26]. The numerical RPD is calculated from the power
consumption obtained from the torque on the rotating walls and from the mass integral of the

turbulent dissipation rate in the whole tank.
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Figure 6 - Comparison between experimental (Exp.) [26] and the CFD prediction of the gassed to
ungassed power consumption ratio for the different Cases as a function of the gas flow number. Power
consumption is obtained cither from the torque on the moving walls or from the integral of the turbulent
dissipation rate.

Figure 6 shows that an overall fair agreement is obtained between numerical and experimental
results, especially for gas flow numbers higher than 0.02. The RPD from the torque on the rotating
walls predicted in Case I is underestimated by 20% with respect to the experimental result, while
in the other Cases the average numerical deviation from the experimental results is less than 6.5%.
The RPD curve at flow numbers lower than 0.02 shows a steep slope, meaning that small variations
of the flow numbers trigger large variations of the RPD. This aspect may be responsible for the
worse agreement between numerical and experimental data in these conditions. The RPD obtained
from the integral of the turbulent dissipation rate shows the same trend as the RPD from the torque
on the rotating walls. The systematic deviation between the two computed RTD values may be

due to the multiphase formulation of the turbulence model that was used in this work, that uses
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averaged values in the transport equations of the turbulent dissipation rate and the turbulent kinetic

energy.

The impeller pumping numbers, for the liquid, Ny, = @, /ND3, and the gas, Ny = Q¢/N D3
phases are shown in Figure 7. The liquid and gas flow rates, QL and Qg, were obtained by
integrating the phasic radial velocity through the cylindrical surface of diameter 0.34T and height
0.42D enveloping the impeller.
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Figure 7 — Liquid (a) and Gas (b) impeller pumping numbers as a function of the gas flow rate from the
sparger.

Figure 7 (a) shows that N ; is in all cases lower than the single phase value of about 0.75 and
it is lower at higher gas flow rates. This is expected and consistent with the decrease in the gassed
to ungassed power ratio observed in the simulations. The gas pumping number, conversely
increases monotonically with the gas flow rate. More gas entering the impeller zone would mean
more gas radially discharged by the impeller. On the other hand, as the gas flow rate increases,
fraction of the gas entering the lower side of the impeller leaves through the upper part of the
impeller, and the turbine cannot direct the totality of the gas in the radial jet. This phenomenon is

worsened by the formation of the cavities, which decreases the power transferred to the mixture.
5.2  Effect of the bubble size

In this section the comparison of the results obtained with the bubble diameter in the bulk of

the tank, dp.i, and in the impeller zone, dpmpelier, 1s discussed.

The cavities obtained with daux are shown in Figure 8. Just one result in the vortex-clinging
cavity regime and one in the ‘3-3” small cavity regime is shown, for brevity. In Figure 8 the cavities

are identified as those cells in which the gas volume fraction is higher than 0.95. Case I and Case
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IT correspond to a flow regime in which vortex-clinging cavities are expected, but the simulations
with the bubble size in the bulk of the tank predict small ‘3-3° cavities. Small ‘3-3” cavities are
correctly predicted for Case III and Case IV, but the cavities are much larger than those obtained

with dimpeler, as it can be seen from a comparison with Figure 3 (c).
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Figure 8 - Gas cavities as predicted with the simulations with constant bubble diameter of dsux for Case
Il (a) and Case Il (b). The color map indicates the gas volume fraction.

A quantitative comparison between the cavity predictions using the two different bubble
diameters is shown in Figure 9. The predicted cavity to impeller area ratio obtained with dimpeirer
and dg.i in all the operating conditions considered in this work are plotted in a parity plot against

the experimental results by Paglianti et al. (2008) [26].
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Figure 9 — Parity plot comparing the numerical cavity to impeller area ratio, obtained for each Case by
considering dimpeier and dpuik, and the experimental cavity to impeller area ratio.

Figure 9 shows that the cavity sizes predicted by the simulations with dp.i are larger than the
cavities obtained with djmperer. For Case I and Case II the cavity to impeller area ratio obtained
with dpuir1s 115% larger than the experimental value, while the deviation obtained with dpmpeiier 1S
19.6%. For Case III and Case IV, the cavity to impeller area ratio obtained with dpui is 22.6%
larger than the experimental value, while the deviation obtained with dpmperieris 11.7%. The larger
deviation between the predictions with the two different diameters observed in the vortex-clinging
regime with respect to the small ‘3-3’ cavity regime is due to the differences in the terminal
velocities obtained with the two diameters. In fact, differences between the terminal velocities
obtained with dpuix and dimpeiier are larger for Case I and Case 11 with respect to Case III and Case
IV, determining changes in the intensity of the drag and turbulent dispersion forces [25]. It is
interesting to notice that for the cavities obtained with dimperer the deviation is negative for the
cavities identified through the gas volume fraction threshold value of 0.99 and positive for the
cavities identified with a threshold value of 0.95, suggesting that the experimentally detected

threshold value would lie somewhere in between these two values.

The gassed to ungassed power consumption ratio as predicted by the numerical simulations
with dpuik and dpmpeiier 1s reported in Figure 10, in a parity plot against the experimental results by

Paglianti et al. (2008) [26].
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Figure 10 - Parity plot comparing the numerical gassed to ungassed power ratio, obtained by
considering dimpelier and dpui, and the experimental gassed to ungassed power ratio.

The numerical power consumption is obtained from the total torque on the rotating walls. Figure
10 shows that the RPD predicted using the bubble size in the bulk of the tank is smaller than the
RPD predicted using the bubble size in the impeller zone, consistently with the results on the cavity
size. As can be observed, the RPD obtained with the impeller bubble size have an overall better
agreement with the experimental data with respect to the results obtained with the bulk bubble
size. In particular, using dimnpeiier as the bubble size, an average underestimation of 12.6% from the
experimental data was observed for Case I and Case II, whereas using dp.x the average
underestimation is 25.8%. It is worth underlying that very similar deviations from the experimental
value are obtained in Case III and Case IV, with an overestimation of 7.3% and an underestimation

of 7.9% with the adoption of dimpeiier and dpuik respectively.

The results presented in this Section indicate that a closer agreement with the experimental data
is observed with the adoption of the bubble size as obtained from literature correlations developed

to predict the bubble diameter in the impeller zone instead of that developed for the bulk.
5.3 Analysis of the power reduction mechanism

In order to investigate the mechanisms that lead to a power consumption reduction when gas
cavities develop, the pressure field in the trailing and leading blade space was analyzed. Four
different points (probes) laying on a plane passing through the middle of the impeller disk were

selected, in the front and in the back of two opposite blades, as shown in Figure 11 for Case III.
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Figure 11 — Position of the pressure probes (yellow points) with respect to the blades and the cavities
position for Case I11.

The points were positioned at a distance of 3mm from two opposite blades, referred to as Bl
and B4, so that when small ‘3-3’ structures develop, the probes in the trailing position lay inside a
clinging and a large cavity respectively. The pressure measured by the probes was divided by
0.5p;, Uu-pz, with the impeller tip speed Uy;;, = mND, to obtain a non-dimensional relative pressure

value. The value obtained in single phase conditions (Qg=0) is also shown for comparison.

In Figure 12 the non-dimensional relative pressure measured on the probes in the trailing

position of the B1 and B4 blades is shown as a function of the inlet gas flow rate.
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Figure 12 — Non-dimensional pressure as a function of the inlet gas flow rate. The values are obtained
in the trailing position of the Bl and B4 blades.
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Where cavities develop, the absolute value of the pressure inside the cavities weakly and
progressively decreases with the increasing gas flow rate. The same value is obtained with the two
probes for single phase and VC structure, while weak differences can be observed in the ‘3-3’
structure cases. The sign of the relative pressure depends on the point chosen as the reference point
(in this study it is positioned on the top of the tank, close to the shaft), but this not entails a lack of
generality, being the location of the reference in the same position for each Case, being the fluids
incompressible and having considered the differential pressure in the calculation of the forces

acting on the impeller blades.

Figure 13 shows the non-dimensional pressure measured on the probes in the leading positions

of the B1 and B4 blades as a function of the inlet gas flow rate.
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Figure 13 - Non-dimensional pressure as a function of the inlet gas flow rate. The values are obtained
in the leading position of the Bl and B4 blades.

The pressure measured in front of the blades is rather constant in the VC cavity regime (Case |
and II) and it is close to the single-phase value. In the cases of ‘3-3” structures, conversely, the
pressure in front of a blade on which a large cavity forms, B4, is almost equal to the pressure

observed in single-phase and VC regime, while for small cavities, B1, it decreases sharply.

Figure 14 shows the pressure difference between the probes in the leading and trailing position
of the blade, that quantifies the resistance faced by the blade. In all cases, the pressure difference
decreases at increasing gas flow rate, that results in the power draw reduction discussed above. In

the Cases III and IV the presence of large cavities reduces the amount of liquid in the space
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between two consecutive blades, thus reducing the amount of pumped liquid. Consequently, the
resistance faced by the blade is reduced and the impeller draws less power from the shaft. The
reduced power consumption observed with the formation of the cavities is hence due to a reduced
pressure in front of the blades and this reduction increases with the cavity size. The power
reduction mechanism was already described in the literature [39] and these results quantitatively

confirm the power reduction mechanism described by the pioneers in the field.
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Figure 14 - Non-dimensional pressure difference as a function of the inlet gas flow rate for all the Cases.
The values are obtained from the difference between the pressure in the leading and in the trailing position
of the Bl and B4 blades.

The further pressure drop observed with the formation of small ‘3-3” structures is mostly driven
by the large gas cavities acting on the following blades. From this result it follows that in order to
correctly predict the RPD when ‘3-3” cavity structures are expected the alternating pattern of the
cavity must be captured by the model. To study the effect of the gas cavities on the liquid pumped
by the blades, the local liquid flux, obtained by multiplying the liquid velocity by the liquid volume
fraction, on a plane just above the upper part of the impeller disk was analyzed and it is reported
in Figure 15 for the single phase case, Case I and Case IIl. Figure 15a shows that the liquid is
drawn towards the impeller from the low-pressure zone close to the shatft, it then enters the space
between two blades (vane) where it is radially accelerated by the rotating motion of the impeller.
As the gas cavities develop, Figure 15b, the vane space available for the passage of liquid is

reduced, limiting the pumping capacities of the impeller. This phenomenon leads to a lower liquid
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flux entrained from the low-pressure zone close to the shaft, as can be observed by the larger blue

zone corresponding to a lower liquid flux.
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(©)

Figure 15 — Liquid flux on a plane above the impeller disk in single phase conditions (a) and for Cases
I (b) and III (c). The color map shows the flux norm in m/s.

With the increase of the gas cavity size, the vane space available for the passage of liquid is
further reduced, the liquid drawn towards the impeller consequently significantly decreases,
leading to very small fluxes being entrained by the low-pressure zone close to the shaft. The low
fluxes zones eventually rearrange to the characteristic pattern observable in Figure 15¢c, in which
sections of the disk between two blades where a large cavity is present have lowered liquid fluxes
while in the following and preceding sections the flux is weakly increased, since liquid flux is
diverted towards them from the bordering section. The different liquid flux treated by the vanes
leads to the formation of asymmetrical cavities, namely where the liquid flux is lower large cavities
develop while the increased liquid flux produces small cavities. A similar behavior was observed
in centrifugal pumps, in which the phenomenon of rotating cavitation was analyzed [40]. It is
worth observing that the origin of the asymmetrical cavities is not related to the periodicity of the
flow field due to the change of the relative position of baffles and blades over time, for this reason
the transient solution of the RANS equations is not required for correctly predicting the 3-3 cavity

regime.

6 Conclusions

In this work the formation of gas cavities behind the Rushton impeller blades and the
subsequent relative power demand at different inlet gas-flow rates in a gas-liquid stirred tank were
studied by means of CFD simulations. The system was studied in the loading flow regime in which

either vortex-clinging or small ‘3-3’ cavity structures develop.

The predicted cavity area and the gassed to ungassed power ratio were compared with
experimental data from the literature. The study highlighted that the RANS-TFM approach, in
which a single bubble diameter obtained from established published correlations was assumed, is
successful in reproducing the main features of the flow, provided that the bubble diameter in the

impeller zone is used.

For the first time the formation of clinging and small ‘3-3” cavity structures, both in terms of
shape and dimension of the gas cavities are predicted with a steady multiple reference frame

approach. The decrease of the power drawn by the impeller is also predicted and the numerical
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results showed a very good agreement with the experimental data. The formation of vortex cavities
cannot be predicted by the model, most likely due to the impossibility of the Reynolds Averaged
formulation of the Navier-Stokes equations to predict the formation of the trailing vortexes behind

the impeller blades.

The analysis of the pressure field on the impeller blades showed that the power reduction
observed with the formation of gas cavities is mostly due to the decrease of the pressure on the
front face of the blades. An original interpretation of the mechanism of formation of the small 3-
3’ cavities is proposed, locally analyzing the reduced pumping capacity of the impeller due to the
growth of gas cavities, leading to a consequent pressure decrease that is higher on the blades

following a large cavity, since the gas phase obstructs the liquid flow.
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