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Abstract

Top of the atmosphere synthetic spectral radiances are computed for widespread

atmospheric conditions by alternatively using the discrete ordinate algorithm so-

lution or approximate methodologies where the scattering effects are simulated

by appropriate scaling of the absorption properties of the diffusive layers. The

residuals between the full scattering solution and the scaling methods are evalu-

ated at far- and mid- infrared wavelengths and compared with the goal noise of

the FORUM (Far-infrared Outgoing Radiation Understanding and Monitoring)

satellite sensor, that will be the next European Space Agency (ESA) 9th Earth

Explorer, capable of spectrally resolved measurements in the 100–1600 cm−1

band. The results define the limit of validity of the fast methodologies consid-

ered: the Chou approximation, that is provided as an improved version, and

a simple scaling based on the similarity principle. In particular, it is shown

that in case of water clouds the scaling methodologies are sufficiently accurate

in the mid infrared, except when very small effective radii are accounted for,

independently of the cloud optical depths. The same holds in the far infrared for

low level water clouds and for humid regions, while not negligible inaccuracies

are observed in an increasingly dry atmosphere above the cloud and for small
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effective radii. Ice clouds are accurately simulated by scaling methods at mid

infrared wavelengths in all conditions and for very optically thin clouds at far

infrared. Nevertheless, the computational errors become larger than the FO-

RUM noise for optical depths of the order of unity at far infrared. Examples of

desert dust and volcanic aerosol are also analysed, showing that the approximate

solutions could drive to significant errors also at mid infrared wavelengths.

Keywords: cloud, fast code, FORUM, infrared, radiative transfer, scattering

1. Introduction

With the era of satellite missions for environmental and meteorological appli-

cations, radiative transfer in the Earth’s atmosphere has become a topic which

is at the forefront of all physically-based remote sensing applications. Today,

the basic principles and equations can be found in many textbooks and tuto-5

rials, e.g. [1, 2, 3]. Nevertheless, specific applications still need research work

because of the inter-relationship between optical properties of the matter and

absorption, emission and scattering processes.

In the framework of satellite applications, early use of radiative transfer

calculations was limited to clear sky with a simplistic one-layer opaque cloud10

(emissivity equal to 1), e.g. [4, 5]. However, the importance and significance of

clouds’ impact on weather and climate has made researchers develop suitable

schemes to solve the fundamental equations in a cloudy atmosphere and take into

account radiative effects that are computationally expensive, such as multiple

scattering. In effect, one result soon achieved with satellite observations is that15

the Earth globe is, on average, covered by clouds by more than 80% [1]. It is

now well recognized (e.g. [6]) that cloud identification and properties retrieval

is fundamental for the definition of the radiative balance at the surface and at

the top of the atmosphere, and that assessing the impact of clouds on the global

circulation represents a significant task in improving climate models.20

The present study focuses on the accuracy of simple, scaling, analytical ap-

proximations to solve the radiative transfer equation in the infrared in the pres-
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ence of clouds and aerosols, when the simplifying hypothesis of no scattering

atmosphere, which is used in clear sky conditions, is no more valid. In fact,

analytical approximations, such as that introduced by [7], allow us to extend25

clear sky hyper-fast radiative transfer models to scattering conditions. The gain

in term of computational time is impressive since these approximate radiative

transfer algorithms can provide high spectral radiance field simulations over the

full infrared spectrum in less than a second, compared to times of the order of

tens or hundreds of minutes (depending on cloud properties) employed by full30

scattering radiative transfer codes.

Moreover, the present study is motivated by the need to check the accuracy

of suitable fast multiple-scattering schemes for the FORUM (Far-infrared Out-

going Radiation Understanding and Monitoring) sensor, a Fourier Transform

spectrometer to be launched in 2026 in the context of the ESA 9th Earth Ex-35

plorer. FORUM will be capable of measuring spectrally resolved radiances in

the 100–1600 cm−1 band (e.g. see [8]).

As far as the infrared spectral range is concerned, suitable numerical methods

(e.g. doubling-adding and discrete ordinate methods) for the radiative transfer

equation do exist and have been primarily used to retrieve optical properties40

of aerosols and clouds (e.g. [9, 10] and references therein). In this respect, we

note that one of the most popular numerical schemes for multiple scattering,

that is DISORT (Discrete Ordinate Radiative Transfer [11]), has been coupled

to LBLRTM (Line-by-Line Radiative Transfer Model [12]) to yield LBLDIS

[13]. We have also to note here the development of schemes specialized for few45

channels aiming at retrieving properties of cirrus clouds (e.g. [14]).

However, radiative transfer calculations with numerical, multiple scattering

schemes have a huge computational burden and are not amenable to be included

in the fast forward model developed for data assimilation [15] in numerical

weather prediction centers or for the purpose of fast operational retrievals for50

geophysical parameters and atmospheric composition (e.g. [16, 17]). In the

framework of fast and hyper-fast models, analytical, approximate methods are

desirable, because numerical solutions are too computationally expensive.
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A step forward in this direction was made by [7], who developed a scheme

(hereinafter – the Chou scaling approximation or CA) where the scattering effect55

by clouds and aerosols is parameterized by scaling the optical depth by a factor

which includes hemispheric backscattering in the emission of a layer and in the

transmission between levels. The multiple scattering parameterization is based

on the hypothesis that the longwave radiation field is isotropic.

CA was introduced and intended for flux computations [7]. However, it has60

been proved that CA is also useful for radiance calculations (e.g., [18]). CA

scaling approximation has the advantage that the used form of the radiative

transfer equation in cloudy skies is identical to the general form used for a clear

atmosphere, therefore, the computational efficiency of a given radiative transfer

model (RTM) is not degraded. Since CA handles scattering as a scaling of the65

absorption OD, the vertical profile concentration of aerosol, liquid water, and

ice particles can be treated as gases in the mid and far infrared.

CA was first implemented for spectral radiance calculations in [18], and soon

after used in 1-D variational data assimilation of high spectral resolution, in-

frared radiance from satellite [19]. Today, it is routinely adopted for radiance70

computation in fast RTMs (e.g. [20, 21, 17, 22]). An in-depth inter-comparison

of diverse, fast forward models for cloudy atmosphere, not only using CA, has

been recently performed by [23]. The results show that the main differences

among the codes arise from the way they deal with geometrical and geophysical

parameters such as the cloud fraction and the database used for optical proper-75

ties of ice and liquid water, rather than on radiative transfer methodology and

approximations.

Until now, the accuracy of CA has been assessed mainly in the thermal

infrared (≈ 645 to 3000 cm−1), which is the range of modern hyper-spectral

infrared sensors, whereas an assessment of the accuracy of fast analytical ap-80

proximations for the far infrared (FIR, ≈ 50 to 700 cm−1) spectral region is still

incomplete. Yet, the FIR (that is the focus of the FORUM mission) plays an

essential role in processes governing the natural greenhouse effect of the Earth

(e.g., [24]), including cirrus clouds. Until now, the analysis concerning this
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spectral region have been mostly limited to clear sky for observations of the85

water vapour rotational band and studies concerning the assessment of the H2O

continuum absorption (e.g. [25, 26, 27, 28, 29]). However, the promotion and

planning of satellite missions dedicated to the FIR spectral region (e.g., [30, 31])

has renewed the research interest in the field of all-sky RTMs. It has also to be

stressed that the FIR spectral region is expected to play a relevant role for the90

detection and analysis, e.g., of cirrus clouds [32, 33]. Thus, understanding the

impact on FIR radiances of multiple scattering analytical approximations, such

as that provided by [7], is an important issue, which we address in this paper.

To begin with, we provide an improved CA approximation and compare it to

a scaling form based on the similarity principle [34]. Radiance calculations based95

on these two simple scaling approaches are compared against efficient numerical

computations accomplished out with the LBLDIS model. Results are provided

for an extensive data set of state vectors, encompassing liquid water, ice, and

aerosols. The analysis covers the whole FORUM range (100–1600 cm−1), so

that it will be interesting also for users working in the mid infrared.100

The paper is organized as follows. The state vectors for ice, liquid water, and

aerosols, and related databases for the optical properties are described in Section

2.1. The various scaling approaches are presented and described in Section 2.2.

Section 3.1 is dedicated to an improved calculation of the backscattering func-

tion introduced in [7]. Results about radiance calculations, performed with the105

various scaling approximations, and their comparison to LBLDIS computations

are shown in Section 3.3. Finally, conclusions are drawn in Section 4.

2. Data and methods

2.1. Data: atmosphere, clouds, and aerosols characterization

Vertical profiles of pressure, temperature, water vapor and ozone volume110

mixing ratios are derived from the ERA 5 reanalysis data [35] at four latitudes,

representative of equatorial, low-, mid-, and high- latitude scenarios (Table 1).

Since the ERA 5 data are limited to a maximum level altitude of about 60 km,
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Table 1: Main features of the selected scenarios. Data from the ERA 5 database.

Scene Latitude Longitude Date Time SST PWV

(°) (°) (YYYY-MM-DD) (UTC) (K) (mm)

Equator +5 +3 2018-01-15 12:00 301.3 48.2

Low latitude +34 +19 2017-07-15 12:00 300.2 17.8

Mid latitude +50 −20 2019-03-13 12:00 283.8 9.1

High latitude +74 −5 2019-03-13 12:00 272.6∗ 2.9

∗No sea ice is observed despite the SST is below 0°C (https://nsidc.org/data/seaice_index)

the vertical profiles are extended up to 80 km using the climatological database

IG2 v5.7 [36]. The IG2 is also used for the specification of the volume mixing115

ratio profiles of ten minor gases (CO2, N2O, CO, CH4, O2, NO, SO2, NO2,

NH3, and HNO3). The vertical profile of CO2 mixing ratio, estimated by IG2

in 2013, is linearly corrected to the selected years concentration level by means

of a scaling factor. The vertical profiles of temperature and water vapor mixing

ratio, from the ground up to 20 km altitude, are shown in Figure 1 for the four120

selected latitudes. The geolocations correspond to grid points over the sea. The

surface emissivity is derived from the database by [37], and the corresponding

sea surface temperature (SST) is taken from the ERA 5 dataset. The SST and

the total precipitable water vapor (PWV) reported in Table 1 span over a large

range of values accounting from a very cold and dry scenario at high latitude125

to a warm and wet equatorial condition.

For each of the four scenarios reported in Table 1 and Figure 1, simulations

assuming, alternatively, the presence of liquid water or ice clouds or aerosol com-

ponents are performed. The geometrical, optical and micro-physical properties

of the scattering layers are not derived from the ERA 5 dataset but systemati-130

cally varied over a wide range of values in order to account for a large variety of

observational conditions. The cloud and aerosol features used in the radiative

transfer computations are briefly described in the following sections.
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Figure 1: Vertical profiles of temperature (black solid line) and water vapor mixing ratio (red

dashed line) for the considered scenarios. Light blue and purple shaded layers show the height

position and thickness of the analysed ice clouds and liquid water clouds, respectively.

2.1.1. Liquid water clouds

Liquid water clouds are assumed as composed of a particle size distribution135

(PSD) of water spheres, whose single scattering single particle radiative proper-

ties are generated by using a Mie solution based algorithm, the Scattnlay code

[38]. Scattnlay performs calculations of scattering coefficients and efficiency fac-

tors as well as scattering phase functions for single, isolated, spherical particles.

Water refractive indeces by [39] are ingested for the computations. The sin-140

gle particle properties are then combined to generate single scattering radiative

properties for the PSDs over the spectral interval of interest. PSDs of low-level

stratiform clouds, as those modelled in this study, are commonly described by

a lognormal distribution [40], whose number of particles per unit volume is

n(r) =
n0

r
√

2πσ
e−

(ln(r/rm))2

2σ2 (1)

where r is the particle radius, rm is the mode radius of the distribution, σ is145

the scale parameter, and n0 is a normalization factor that depends on the total
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number of particles per volume used in the radiative transfer computations.

In this work, the scale parameter is set to σ=0.38, according to the average

value derived by [40] from in-situ measurements of low-level stratiform clouds.

Assuming σ as a constant, the different PSDs are unequivocally related to their150

effective radius reff , defined as the fraction of the third to the second moment

of the PSD:

reff =

∫∞
0
r3n(r)dr∫∞

0
r2n(r)dr

(2)

For a lognormal PSD, the relation between effective and mode radius is

derived from Equations 1 and 2 and results to be

reff = rme
5
2σ

2

(3)

Multiple simulations are performed for different reff , total optical depth155

(OD, at 900 cm−1), and cloud top. The ranges of the input parameters, common

to every latitudinal scenario, are reported in Table 2. Both for liquid water and

ice clouds, six different reff values are used spanning over the reported ranges.

Similarly, ten different OD values are assumed in the simulations. The equation

defining the total OD for vertically homogeneous clouds of thickness ∆z is160

OD = Ntotβ(reff , 900)∆z (4)

where β(reff , 900) is the extinction coefficient at 900 cm−1 of the PSD corre-

sponding to a specific reff , normalized to a single particle per volume. Ntot is

the total number of particles in the volume, which is computed internally by the

code once the input parameters (OD, reff , and ∆z) are provided. It is assumed

that once reff is selected the corresponding optical properties are unequivocally165

defined. Liquid cloud layers are shown as purple bands in Figure 1. Ice clouds

are in cyan in the same Figure.
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Table 2: Values and ranges of the cloud and aerosol parameters used in the selected case

studies.

Particle type PSD type reff Top Height Thickness OD

(µm) (km) (km) (900 cm−1)

Liquid water lognormal (σ=0.38) 2–18 0.5–3 0.25–0.50 5–70

Ice Aggregates gamma (µ=7) 6–50 6–15 0.50 0.03–30

Dust-like lognormal (σ=0.788) 2 1.5 0.25 0.05–0.25

Volcanic dust lognormal (σ=0.615) 2 4 0.50 0.05–0.30

2.1.2. Ice clouds

Ice clouds are commonly assumed as PSDs of non-spherical ice crystals. In

nature, multiple crystal shapes are observed within ice cloud layers depend-170

ing on the cloud formation conditions, its evolution, and thermodynamic state.

Crystal aggregates of eight hexagonal ice columns are considered in this work,

whose single scattering single particle radiative properties are described by [41].

A commonly used PSD for ice clouds is the three parameters gamma type dis-

tribution, here below written as a function of the maximum dimension of the175

ice particle D:

n(D) = n0D
µe−λD (5)

where n0 is the intercept, or normalization factor, µ is the shape parameter,

and λ is the slope parameter. An average value of µ=7 is assumed in this work.

A positive value of µ means that the shape of the gamma distribution is of

under-exponential type and the maximum of the distribution lies in between180

the minimum and maximum dimension of the crystals. Since µ is assumed

constant and n0 is a scaling parameter, the different PSDs can be related to

the effective dimension only. For non-spherical particles, an effective dimension

Deff of the distribution is defined, according to [42], as

Deff =
3

2

∫∞
0
V (D)n(D)dD∫∞

0
A(D)n(D)dD

(6)
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where A and V are the cross sectional area and the volume of the particle185

with maximum dimension D. For comparison with liquid water particles, the

effective radius of the PSD is defined as reff = 0.5Deff .

Simulations are performed at different reff values and for ODs ranging from

0.03 to 30, thus spanning from the upper limit of sub-visible cirrus clouds [43]

to thick ice layers. The cloud layer top is placed at different heights, whose190

maximum varies according to the altitude of the Tropopause (light blue bands

in Figure 1). All the key parameters concerning ice clouds are reported in

Table 2.

2.1.3. Aerosols

Globally, aerosols comprise a large variety of radiative properties due to vari-195

ation in chemical composition, particle size distributions (often multimodal),

and vertical concentration. Even if the most important impact on atmospheric

radiances is at short wavelengths (0.3–4 µm) for some types of aerosols their

effects at long wavelengths (4–100 µm) is not negligible and must be accounted

for in radiative transfer computations. Two types of aerosols are considered200

for this study: desert dust (dust-like) and volcanic dust. For these cases, the

aerosol load in the atmospheric column can reach very high values and signif-

icantly influence the local energy balance. Their optical properties are driven

by the refractive indices, that are taken from the HITRAN [44] database to

cover the 250–1600 cm−1 band of the FORUM spectral range. In Figure 2, the205

imaginary part of the refractive index of volcanic dust [45] and desert dust [46]

are compared to those of ice [47] and water [39]. The plot shows that both

aerosols are characterized by specific absorption properties along the spectrum

with local maxima between 300 and 400 cm−1 and at around 1000 cm−1. Their

single scattering single particle radiative properties are generated by using the210

Scattnlay code under the assumption that their shape is spherical. The aerosol

PSDs are considered following a lognormal distribution (Equation 1), with a

fixed scale parameter for each aerosol type based on average values found in

literature. It is assumed that σdust-like=0.788 [48], and σvolcanic dust=0.615 [49].
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Figure 2: Imaginary part of the refractive indices used for the computation of the cloud and

aerosol particle size distributions.

The aerosol contribution is analysed in the low latitude scenario for the215

dust-like particles, and in the mid latitude scenario in case of volcanic dust. A

uniform aerosol layer is considered, whose height is selected according to the

work by [50] on typical Saharan aerosol plumes and by [49] on Eyjafjallajökull

2010 eruption. The range of ODs used in the desert dust simulations is based on

the values stored in the CAMS database [51, 52] for the month of June 2019 off220

the Atlantic coast of North Africa, referred to an event of dust transportation

assumed as a representative case study. The work about the Eyjafjallajökull

2010 eruption by [53] is used to determine the range of ODs for the volcanic

dust simulations. The main aerosol parameters used in the radiative transfer

computations are summarized in Table 2.225

2.2. Computational methodologies

The accurate solution for the upwelling spectral radiance at far and mid

infrared wavelengths in multiple scattering conditions is compared to fast solu-

tions based on scaling methods. The same simulation chain of radiative transfer

models (Figure 3) is used for each one of the considered configurations:230
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• the Full Scattering (FS) that exploits the full functionalities of a numerical

algorithm solving the radiative transfer equation in presence of multiple

scattering events;

• the Chou Approximation (CA) that scales the absorption properties of

the scattering layers by using an hemispheric backscattering function and235

solves the radiative transfer equation in a pure absorption/emission con-

figuration;

• the Similarity Principle (SP) that is used, as in the CA case, to define

scaled absorption properties of the scattering medium emulating the scat-

tering process in a pure absorption/emission approximation.240

For the three configurations, the only difference in the whole process concerns

the set-up of the radiative transfer solution in the scattering layer, that is,

any case, obtained by using the DISORT model [11]. Thus, the same radia-

tive transfer code carries out both full scattering computations, by using all

the relevant scattering parameters (FS solution), and approximated scattering245

computations, by using the clear sky radiative transfer equation based on the

apparent optical depths computed in accordance with the Chou approximation

or the similarity principle. The use of the same code chain and the same set-

up in different configurations, rather than the usage of different codes, avoids

the introduction of possible code-dependent systematic errors and thus allows250

a better assessment of the accuracy of the scaling methodology in comparison

to the full scattering solution for different conditions.

Figure 3 provides a flow-chart of the code chain and highlights how the same

algorithm is used in different configurations. A more detailed description of the

three configurations is provided in the following sections.255

2.2.1. Full scattering

The current analysis is based on synthetic spectral radiances generated by

the line-by-line radiative transfer model LBLDIS [13], a combination of the

AER’s LBLRTM [54] and the DISORT [11] routines.
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Figure 3: Flow diagram of the code chain used for the radiative transfer simulations.

Databases are in red boxes, codes are in blue and outputs are in yellow. The three method-

ologies are highlighted in green. The final spectrum is a synthetic FORUM-like observation.

See text for more details.

LBLRTM is an accurate, flexible, and efficient line-by-line radiative transfer260

model and includes a recently updated water vapour continuum parameteriza-

tion (MT CKD v3.2, [28]) and the spectroscopic database AER v3.6, built from

HITRAN 2012 [55]. The LBLRTM v12.7 is used to compute the atmospheric

optical depth for each layer of the model (52, from 0 to 80 km), characterized

by the vertical profiles provided in Section 2.1.265

DISORT is a plane parallel discrete ordinate algorithm for monochromatic

unpolarized radiative transfer in non-isothermal, vertically inhomogeneous me-

dia. LBLDIS uses the DISORT v2.0, which was compiled using double precision

to solve some numerical issues. The LBLRTM outputs and the single scattering

PSD properties of clouds and aerosols, described in Section 2.1, are used as270

input for LBLDIS to compute high spectral resolution radiances.

The high resolution spectra (∆ν̃=0.01 cm−1) are successively convolved with

a sinc function emulating an ideal FORUM instrumental response function.

The final spectral resolution, that is the full width at half maximum of the

unapodised instrument spectral sampling function, is set at 0.36 cm−1 [56].275
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The FS solution is obtained using the code chain described in Figure 3 in

its full potentialities, meaning that the DISORT routine is run to solve the

multiple scattering radiative transfer in presence of cloud or aerosol layers. In

this configuration, the required input properties for each scattering layer involve

the extinction, absorption and scattering coefficients and the angular description280

of the phase function of the specific PSD accounted for.

2.3. CA method

According to the Chou approximation [7], the scattering contribution is ac-

counted for by replacing the optical depth (τ) of each atmospheric layer with

an apparent optical depth for extinction:285

τ̃ = (1− ω0)τ + bω0τ (7)

where ω0 is the single scattering albedo and b is the mean fraction of radiation

that is scattered by the cloud/aerosol particles in the backward hemisphere. The

first term on the right-hand side of Equation 7 represents the actual absorption

of the layer, and the second term is an additional absorption related to the

radiation removed from the beam because of the backscattering processes. The290

backscattering function b quantifies the hemispheric backscattered radiation and

it is formally computed through an integration of the phase function P of the

considered PSD. It is defined by [7] (Eq. 10) as

b =
1

2

∫ 1

0

dµ

∫ 0

−1
P (µ, µ′)dµ′ (8)

where µ is the cosine of the zenith angle and the integration limits indicate that

the radiation is scattered toward the incoming hemispheric direction. Chou295

et al. [7] (Eq. 11) provides a polynomial fitting of b through the asymmetry

parameter g as

b = 1−
4∑
i=1

aig
i−1 (9)
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where the coefficients ai, reported in Table 3, are jointly retrieved for liquid

water and ice PSDs. In particular, the PSD parameters used to derive the

latter relation are computed by [7] for a modified gamma distribution of liquid300

water droplets and for randomly oriented hexagonal ice crystals computed using

the outdated method by [57]. Improvements in the b formulation are presented

in Section 3.1.

The CA scaling method is obtained by using the code chain shown in Fig-

ure 3. In this case, the DISORT routine is run without accounting for scattering305

processes. The procedure requires to modify the input PSD radiative proper-

ties in accordance with Equation 7 to account for the apparent optical depth for

extinction.

2.3.1. Similarity principle

An approach similar to CA for fast radiative transfer computations is de-310

scribed by [34], based on the application of the similarity relation on ice cloud

radiance calculations by [58]. As in CA, the full scattering computation is

avoided by considering a pure absorbing/emitting atmosphere with scaled ap-

parent optical depth for extinction:

τ̃ = (1− ω0)τ +

(
1− g

2

)
ω0τ (10)

Similarly to Equation 7, the first term on the right-hand side represents the315

actual absorption of the layer and the second term is an additional absorp-

tion related to the radiation removed from the beam because of the scattering

processes. The advantage of the SP with respect to CA consists in depending

on the asymmetry parameter in a very simple way, and thus not demanding

time consuming computations such as those required for the definition of the320

backscattering function b.

As in the CA case, the DISORT routine is run without accounting for scat-

tering processes, and by modifying the input PSD radiative properties according

to the apparent optical depth for extinction of Equation 10.
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3. Results325

3.1. Accurate computation and parameterization of b

According to [7], the backscattering function b is computed through the poly-

nomial approximations of Equation 9, which accounts for both liquid water and

ice clouds. Moreover, as already noticed, the ice particle scattering properties

are taken by [57] and thus do not benefit of all the scientific and computational330

improvements achieved in the last years as those used in this study [41]. An

improvement of the CA is presented by accurately computing the b parameter

using Equation 8 for the integration of the phase functions of the PSDs, pro-

vided with the reference database of optical properties described in Section 2.1.

The integration of Equation 8 requires to explicit the dependence of the phase335

function on the incoming and exiting azimuth angles φ′ and φ:

b =
1

2

∫ 2π

0

1

2π
dφ

∫ 2π

0

1

2π
dφ′
∫ 1

0

dµ

∫ 0

−1
P (µ, φ, µ′, φ′)dµ′ (11)

A Monte Carlo technique is used, which is a common method for the evalu-

ation of high dimensional integration problems. Given an integration problem:

E =

∫
D
f(x)dx (12)

where D ⊂ Rn is the domain of integration, it is possible to prove [59] that a

good estimator for E is given by340

E ' 1

N

N∑
i=1

f(xi)

g(xi)
(13)

where g(x) is any probability density function which is normalized on the given

domain D, and the N points xi are randomly sampled from the distribution

g(x). For g(x) being a uniform distribution in D, then E can be expressed as

E ' V

N

N∑
i=1

f(xi) (14)
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where V =
∫
D dx and the approximation error is ∝ 1/

√
N . Thus, from Equa-

tions 11 and 14, b can be computed as345

b ' 1

2N

N∑
i=1

P (µi, φi, µ
′
i, φ
′
i) (15)

being D = {µ ∈ [0, 1], φ ∈ [0, 2π], µ′ ∈ [−1, 0], φ′ ∈ [0, 2π]}, and V = 4π2. For

a sample of randomly oriented particles, the phase function only depends on the

cosine of the scattering angle cos θ. Therefore, Equation 15 can be expressed as

b ' 1

2N

N∑
i=1

P (cos θi) (16)

where cos θi is computed from spherical geometry for N quartets of incoming

and outgoing directions in the domain D:350

cos(θi) = µiµ
′
i + (1− µ2

i )
1
2 (1− µ′i2)

1
2 cos(φ′i − φi) (17)

The results of the Monte Carlo computations of b for liquid water and ice

aggregates PSDs are shown, respectively, in the left and right panel of Figure 4

(blue dots) for wavenumbers from 100 to 1600 cm−1. They should be considered

as the correct values of b for the liquid water droplets and column aggregate

crystals PSDs accounted for in the present study, since they are derived from the355

explicit computation of the integral reported in Equation 11. In Figure 4, the

backscattering functions are plotted as a function of the corresponding asymme-

try parameters and compared with the values obtained by using the polynomial

parameterization of Equation 9 (black solid line) for the same asymmetry pa-

rameter range. As particle size increases, b decreases mostly because of the360

increasing of the phase function forward lobe (consequently, g increases), that

makes the quantity of the energy scattered in the forward hemisphere prevail

on the backscattered one.

Note that the coefficients used for Equation 9 are derived by [7] to simulate

the b function of both liquid water and ice PSDs, thus, they are representative365

of average cloudy conditions. Differences among the Monte Carlo b values and

17



Figure 4: Left panel: Comparison of the backscattering function b versus the asymmetry

parameter g of liquid water PSDs for three computation approaches: exact integral using

Monte Carlo (blue dots, Equation 16), polynomial by Chou et al. (black line, Equation 9),

and polynomial fit with updated coefficients, UniboWAT (red line, Table 3). Right panel:

same as left panel, but for ice aggregates PSDs. The updated polynomial fit (red line, Table 3)

is called UniboICE.
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the Chou parameterization are significant. In particular, Equation 9 provides

an overestimation of b for liquid water PSDs and an underestimation of b for

ice PSDs composed of column aggregates crystals. The percentage differences

between the explicit computation of the backscattering function and the Chou370

polynomial description can be as high as 80% and 50% for liquid water and ice

PSDs, respectively. Such differences in the backscattering function propagate

into spectral radiance differences that reach values between 2% and 8% for

liquid water and ice clouds, respectively, for the cases considered in this work

(see Section 3.3). The use of the updated b functions is thus strongly suggested375

and it constitutes the adopted solution in this work.

In order to maintain an expression of b as a polynomial function of the asym-

metry parameter, so that it would be easier to update existing codes based on

the Chou approximation, a fitting procedure is applied to the Monte Carlo val-

ues of b for water and ice clouds separately (Table 3). The proposed polynomial380

expressions are formally identical to that suggested by [7] but improve the ac-

curacy of the computation. They are named UniboWAT when specifically refer

to liquid water clouds and UniboICE in case of ice clouds. The UniboWAT and

UniboICE are reported in Figure 4 as red curves. The coefficient of determina-

tion R2 is 0.995 for UniboWAT and and 0.989 for UniboICE.385

In the present work, the re-scaling methodology is applied by using the exact

values of b as computed by means of the Monte Carlo integration described

above. The new parameterizations UniboWAT and UniboICE could also be

used since the differences on the radiances with respect to using the exact b are

negligible.390

3.2. Scattering correction term for CA and SP

A preliminary analysis is performed to evaluate the magnitude of the ad-

ditional term that, summed to the actual absorption (1 − ω0)τ , accounts for

scattering in the apparent optical depth for extinction, introduced by the ap-

proximate methodologies as shown in Equations 7 and 10. Figure 5 compares the395

re-scaling terms that, once multiplied by τ , are used in the CA (ω0b) and in the
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Table 3: Coefficients for the polynomial fitting of b versus g. The fits are in the form b =

1 −
∑

i aig
i−1.

Name Application a1 a2 a3 a4

Chou Liquid water and ice clouds 0.5 0.3738 0.0076 0.1186

UniboWAT Liquid water clouds 0.5 0.2884 0.5545 −0.3429

UniboICE Ice aggregates clouds 0.5 0.4452 −0.3189 0.3737

SP (ω0(1− g)/2) when in presence of a typical liquid water cloud (reff=10 µm,

top panel) and of a typical ice cloud (reff=30 µm, bottom panel). Note that

ω0b is computed using the accurate method described in Section 3.1. Results

show that in case of liquid water cloud (upper panel of the Figure) the scaling400

terms are very similar, especially in the FIR and up to 1000 cm−1. It is thus

expected that top of the atmosphere radiance fields generated using the CA

or SP method result in similar solutions. In case of ice clouds (lower panel of

the Figure), the SP approach provides a lower contribution to the optical depth

with respect to the CA along the entire spectrum. Similar behaviour is observed405

over the whole range of the considered PSDs of ice crystals. Due to a smaller

absorption, it is expected that the top of the atmosphere radiance generated

using the SP solution is higher than that obtained when the CA configuration

is adopted in presence of ice clouds.

3.3. Spectral radiance analysis410

Cloud and aerosol properties described in Section 2.1 are used in a wide

number of simulations to evaluate the impact of re-scaling methodologies, CA

and SP, with respect to the full scattering solution for multiple scenarios.

The level of approximation when using a simplified approach instead of the

FS solution is evaluated in terms of spectral radiance differences as415

∆L = LX − LFS (18)

where X is either CA or SP. Where not explicit, radiances are reported in

mW/(m2 sr cm−1) (hereinafter, radiance units – RU). The radiance differ-
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Figure 5: Optical depth re-scaling terms (see legend and text) in case of CA (blue line) and

SP (orange) approaches, as a function of wavenumber. Upper panel: liquid water PSD with

reff=10 µm. Bottom panel: ice aggregates PSD with reff=30 µm.

ences are compared to the noise equivalent spectral radiance (NESR) speci-

fied for the FORUM mission, to evaluate the impact of the different simulation

methods with a typical observational uncertainty. The FORUM goal NESR420

(FGN) is 0.4 mW/(m2 sr cm−1) within the spectral region 200–800 cm−1, and

1.0 mW/(m2 sr cm−1) outside [56]. Similarly, the differences in terms of spectral

brightness temperature (BT) are also evaluated as

∆BT = BTX −BTFS (19)

and expressed in Kelvin.

3.3.1. Liquid water clouds425

Low-level liquid water cloud spectra are computed for the four geolocations

and for multiple values of cloud top height, reff , and OD as reported in Sec-

tion 2.1.1. Figure 6 shows an example for a mid latitude cloud layer with

OD=15, placed at 1.5 km height. The upper panel shows the FS spectral ra-

diance for five effective radii, whereas the bottom panel shows the difference430
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∆L between the radiances computed using the CA and the FS solution for the

same conditions. The FORUM noise is highlighted by the grey shaded area for

comparison. At small and large wavenumbers, that is below about 350 cm−1

and above 1400 cm−1, ∆L is almost null. The main reason is related to the

large atmospheric opacity mostly due to the water vapor absorption. Thus,435

the assumptions on the adopted radiative transfer solution is irrelevant in these

spectral regions. Similarly, the strong absorption due to the CO2 band around

667 cm−1 masks the cloud effects on the top of the atmosphere radiance. It is

noted that CA always overestimates the computed FS radiance with the only

exception of a slight underestimation in the atmospheric window (∼900 cm−1)440

for large effective radii. In the MIR region, only very small cloud particles

(reff ' 2 µm) do not allow a satisfactory approximation of the FS solution and

the error is about twice the FGN. Significant discrepancies are observed at FIR

wavenumbers, with a peak ∆L ' 3×FGN occurring at about 531 cm−1. For

the case reported in the Figure, only for reff ≥ 10 µm the scaled approximation445

is within the FGN limit with respect to the FS.

A more complete picture of the level of accuracy of the CA method with

respect to the FS solution is provided by Figures 7 and 8. In the Figures, ∆L

and ∆BT at 1203 cm−1 and 531 cm−1 are shown for many atmospheric and

water cloud conditions as a function of the cloud OD and reff . The selected450

wavenumbers are those where the largest MIR and FIR differences occur be-

tween the approximate method and the full scattering solution, in accordance

with what shown in Figure 6. The contour lines show ∆L values in mW/(m2

sr cm−1), while the color scale highlights the ∆BT values only for ∆L larger

than the FGN, that is 1.0 mW/(m2 sr cm−1) at 1203 cm−1 and 0.4 mW/(m2 sr455

cm−1) at 531 cm−1, delimited by the red contour line. ∆BT smaller than the

FORUM noise are in white.

Figure 7 demonstrates that using CA for computing top of the atmosphere

radiances in presence of water clouds in the MIR is a valid approximation for

most of the atmospheric and cloud conditions. Only in presence of very small460

PSDs (reff . 5 µm) differences larger than the FGN are observed. The differ-
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Figure 6: Top panel: top of the atmosphere FORUM spectral radiances computed with the

FS approach for a 50°N atmosphere in presence of a liquid water cloud layer, whose top is

placed at 1.5 km and with OD=15. Bottom panel: radiance differences between CA and FS

approaches for the same clouds as in the top panel. FGN is highlighted by a grey shaded area.

ences are weakly dependent on cloud optical depths and mostly related to water

droplets dimensions. Such small effective radii are anyway quite rare. Average

liquid water cloud effective radii derived from MODIS AQUA L3 monthly prod-

ucts [60] for the selected geolocations and dates span over the range 11–20 µm.465

In terms of radiance differences, the FIR spectral region (Figure 8) is com-

parable to what found in the MIR. In fact, the level of approximation mostly

depends on the considered PSD effective radius. Small effective radii cause a

radiance overestimation that is larger than that obtained for the larger radii for

each considered scenario. As noted for the MIR, the extent of CA with respect470

to the FS solution is weakly dependent on cloud OD, and ∆L remains almost

constant over the considered OD range. Some variations are noticed for very

small ODs and the cause is probably related to environmental conditions that

are closer to a single scattering configuration, which is far from the assumption

of isotropy that is made in the Chou approximation. Nevertheless, OD value475

close to unity is a very uncommon situation in case of water clouds. In fact,
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Figure 7: Radiance (∆L, contour) and brightness temperature (∆BT , color) differences be-

tween CA and FS approaches at 1203 cm−1 (MIR), for liquid water clouds. The white color

indicates differences below the FORUM noise level, marked by the red contour line. Y-axes

are in log scale.
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Figure 8: Radiance (∆L, contour) and brightness temperature (∆BT , color) differences be-

tween CA and FS approaches at 531 cm−1 (FIR), for liquid water clouds. The white color

indicates differences below the FORUM noise level, marked by the red contour line. Y-axes

are in log scale.
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Table 4: Precipitable water vapor in the atmospheric column above the case studies cloud

top.

Equator Low latitude Mid latitude High latitude

Cloud top PWV PWV PWV PWV

(km) (mm) (mm) (mm) (mm)

15.0 0.0033 0.0034 – –

12.0 0.019 0.0089 0.0065 –

8.0 0.28 0.10 0.15 0.016

6.0 – – 0.54 0.051

3.0 10.4 1.1 1.2 –

1.5 25.1 4.5 2.0 1.3

0.5 38.9 11.4 6.2 2.2

monthly mean optical depths at 900 cm−1, derived from MODIS AQUA L3

products [61] for the same locations and time of the year considered in this

study, mostly span over the range 4–18.

At FIR, the simulated radiance differences between re-scaled and exact480

method are significant for almost all the cases which account for very dry at-

mospheric conditions. The precipitable water vapor amount above the cloud

layers (Table 4) has an attenuating effect on cloud radiances since it is related

to the upper atmospheric layer transmissivity. Thus, the higher the PWV above

the cloud top level, the lower the radiance difference ∆L. The masking effect485

becomes very effective for PWV larger than about 4 mm. Thus, radiance dif-

ferences increase with increasing the cloud top for a fixed latitude, as well as

with increasing latitude for the same cloud top height. The CA solution is then

accurate when low level clouds and humid conditions are accounted for, and

progressively degrades for drier conditions. In these latter cases, CA can pro-490

vide overestimation, in terms of brightness temperature, of about 1 K at FIR

wavenumbers for the worst configurations, that is reached when considering very

small water droplets.

As noted in Section 3.2, in case of liquid water clouds the SP approach models
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very similar optical depths to those obtained using the CA solution. Since their495

analysis carries to the same conclusions obtained in the CA–FS case, the results

of the comparison between the SP and FS radiances are presented in Appendix

A without further comments.

3.3.2. Ice clouds

As in case of liquid water clouds, the spectral radiance differences between500

the CA method and the FS solution are computed also in presence of ice clouds.

One example is provided in Figure 9. In the upper panel of the Figure the top

of the atmosphere radiance in presence of a mid latitude cirrus cloud (cloud top

placed at 8 km and OD=1) is simulated using the full scattering solution for

multiple assumptions on the PSD (reff ). In the lower panel of the same Figure,505

the spectral radiance differences between the CA and FS solutions are shown

for the same cloud cases reported in the upper panel. Results show that the

largest residuals are found in two window regions: one in the MIR placed at

1100–1250 cm−1 and the other one in the FIR between 350 and 600 cm−1. This

last part of the spectrum becomes partially transparent for low concentration of510

water vapor. Small PWV values are found in the atmospheric column above high

level clouds and at high latitudes, as reported in Table 4. In the same spectral

region, specifically at about 410 cm−1, a local minimum in the imaginary part

of the refractive index of ice is found (see back at Figure 2), meaning that a

minimum in the cloud absorption is present and scattering processes become515

important. Note that the radiance differences in the 350–600 cm−1 range are

relevant, with respect to the FGN, also for the largest effective radii of the PSDs

accounted for.

From the FIR and MIR window bands, two wavenumbers are selected in

order to provide an assessment of the level of accuracy of the CA method for520

multiple atmospheric and ice cloud conditions. With reference to the lower panel

of Figure 9, the largest ∆L occurs at 1203 cm−1 at MIR and at 410 cm−1 at

FIR and thus the two wavenumbers are selected as illustrative. Figures 10 and

11 show the ∆L and ∆BT at 1203 cm−1 and 410 cm−1 for the four considered
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Figure 9: Top panel: top of the atmosphere FORUM spectral radiances computed with the FS

approach for a 50°N atmosphere in presence of an ice cloud layer, whose top is placed at 8 km

height and with OD=1. Bottom panel: radiance differences between CA and FS approaches

for the same clouds as in the top panel. FGN is highlighted by a grey shaded area.

scenarios, at varying cloud altitudes and as a function of the cloud OD and525

reff . The OD axis (spanning from 0.03 to 30) is plotted in logarithmic scale so

that the radiance and BT differences in case of thin cirrus clouds (OD < 3) are

highlighted.

In Figure 10, the radiance and brightness temperature differences at 1203 cm−1

are shown. With the exception of cases considering very high clouds (cloud top530

higher than 12 km) with very small effective radii (reff . 10) and with OD at

around 1, the computed ∆L and ∆BT values are very small. This is proven by

the dominating white color in almost all the panels of the Figure, meaning that

the CA–FS difference is less than the FORUM noise at that specific wavenum-

ber. The result demonstrates that CA is an accurate approximation in the MIR535

both in presence of thick ice clouds and in cirrus cloud conditions. Note that

for the same location and time of the year, the monthly mean reff derived from

MODIS AQUA L3 products [61] is around 30 µm when in presence of ice clouds

(including cirri).
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When simulations are performed at 410 cm−1, the CA methodology brings to540

relevant errors for OD larger than unity, as shown in Figure 11. In the Fig-

ure, ∆L and ∆BT values lower than FORUM noise (white areas) are observed

for optically thin cirrus clouds almost independently of the assumed reff . As

the cloud OD increases, the accuracy of the CA simulations degrades and the

synthetic radiances are overestimated. The overestimation can be of the or-545

der of 8–10 K when OD are between 10 and 30, and for small effective radii

(reff . 10). The ones reported in Figure 11 are the largest errors, in terms

of radiance or BT, over the whole FORUM spectrum and show that the CA

methodology is mostly inadequate to simulate FIR radiances in presence of ice

clouds with medium-large optical depths.550

What shown in Figure 10 and 11 is obtained for ice clouds with a vertical

extent of 0.5 km, corresponding to a single layer in the model. In order to

evaluate if computational differences between the full scattering solution and

the scaling method may depend on cloud vertical extent, the simulations are

repeated for multiple geometric thicknesses of the ice clouds: 1.5, 3.0, and 4.5555

km, corresponding to 3, 6, and 9 layers in the model, respectively. The same

scenarios and optical properties are considered, with the only difference that the

total cloud OD is distributed over a larger vertical extent. An example of the

results is reported in Figure 12, corresponding to the scenario at 34°N and to an

ice cloud with top altitude placed at 15 km. The simulations account for varying560

cloud thickness as reported on the top of the plots in the upper row. The Figure

shows the radiance differences between simulations performed using the CA and

the FS methodologies. The upper and lower row refer to differences in the MIR

(at 1203 cm−1) and in the FIR (at 410 cm−1) respectively. It is shown that,

for optically thick ice clouds (OD≥3) the assumption on the geometric cloud565

thickness has a negligible effect on the computed radiance differences, both at

MIR and at FIR. For optically thin ice clouds, the ∆L is independent of cloud

thickness at MIR and shows very small variations at FIR when assuming a

0.5 km or a geometrically thicker cloud. The magnitude of the ∆L variations

due to assumptions on cloud thickness is anyway negligible when compared to570

29



the variation due to cloud optical thickness or particles effective dimensions. In

conclusion, the results shown in Figures 10 and 11, obtained for a single layer

cloud of 0.5 km, can be assumed as representatives of clouds of any vertical

extent.

We noted earlier (Section 3.2) that apparent optical depths for extinction, in575

case of ice clouds, produced by the SP method are smaller than those obtained

by using the CA approximation. Thus, it is expected that upwelling radiances

in presence of ice clouds are higher in the SP case than in the CA case. Since

the CA solution is shown to overestimates the FS computations, the SP approx-

imation is pejorative for the ice cloud conditions considered in this work. The580

SP–FS comparisons are reported in Appendix A.

3.3.3. Aerosols

Two different aerosol scenarios are simulated, consisting of a layer of desert

dust (dust-like) at low latitudes and a layer of volcanic dust at mid latitudes.

The two considered scenarios are case studies for typical desert and volcanic585

dust concentrations, thus not representative of extreme conditions. The aerosol

optical properties are described in Section 2.1 and the layers features summa-

rized in Table 2. First, the spectral radiance differences with respect to the

clear sky solution are evaluated to define which are the conditions that makes

the aerosol layers detectable. This also allows to quantify the FIR radiance sen-590

sitivity to the aeresol properties. Successively, the differences ∆L between the

spectral radiances simulated using CA and FS configurations are computed for

the observational conditions that provide aerosol signal, with respect to clear

sky, larger than the FGN. Figures 13 and 14 show, in their respective upper

panels, the differences between the clear sky solution and the aerosol loaded595

scenarios for dust-like and volcanic particles respectively. Multiple ODs are ac-

counted for, spanning over the observed ranges as discussed in Section 2.1.3. In

Figures 13 and 14, the FGN is also plotted and highlighted by the grey shaded

area.

With reference to the upper panel of Figure 13, it is noted that the dust-like600
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Figure 10: Radiance (∆L, contour) and brightness temperature (∆BT , color) differences

between CA and FS approaches at 1203 cm−1 (MIR), for ice clouds. The white color indicates

differences below the FORUM noise level, marked by the red contour line. Y-axes are in log

scale.
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Figure 11: Radiance (∆L, contour) and brightness temperature (∆BT , color) differences

between CA and FS approaches at 410 cm−1 (FIR), for ice clouds. The white color indicates

differences below the FORUM noise level, marked by the red contour line. Y-axes are in log

scale.
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Figure 12: Radiance (∆L, contour) and brightness temperature (∆BT , color) differences

between CA and FS approaches, at MIR (top panels, 1203 cm−1) and FIR (bottom panels,

410 cm−1) wavenumbers. All the panels refer to the same low latitude scenario (34°N), and

to an ice cloud with top placed at 15 km. The cloud geometrical thickness is indicated on

the top of the upper panels and ranges from 500 m to 4500 m. The white color indicates

differences below the FORUM noise level, marked by the red contour line. Y-axes are in log

scale.

33



Figure 13: Top panel: spectral differences between FORUM-like observations in clear sky or in

presence of an aerosol loaded atmosphere with dust-like particles. Bottom panel: differences

between radiances computed using the CA and the FS approaches for the same aerosol cases

presented in the upper panel. The simulations are obtained considering a 34°N atmosphere,

and reff=2.0 µm. FGN is highlighted by a grey shaded area.

signal is very small in the FIR part of the spectrum, and only aerosol loads

with OD & 0.20 are able to produce a signal larger than the FGN with respect

to the clear sky. The impact of the dust-like aerosol on clear sky radiances is

larger in the MIR where the FGN is exceeded for OD & 0.10. The impact of

CA re-scaling methodology is thus evaluated only for aerosol scenarios with OD605

≥ 0.10. The bottom panel of Figure 13 shows the differences ∆L between the

radiances computed using the CA and the FS radiative transfer configurations.

∆L is almost null for wavenumbers below about 350 cm−1 and above 1400 cm−1,

mostly because of the atmospheric opacity and the low impact of the dust-like

aerosol on up-welling radiances. At MIR, between 800 and 1000 cm−1, the610

computational inaccuracies of the CA method become larger than the FGN

only for OD larger than 0.2.

The volcanic dust scenario (Figure 14) shows a larger impact on up-welling

radiances with respect to the clear sky spectrum when compared to desert dust
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Figure 14: Top panel: spectral differences between FORUM-like observations in clear sky

or in presence of an aerosol loaded atmosphere with volcanic dust particles. Bottom panel:

differences between radiances computed using the CA and the FS approaches for the same

aerosol cases presented in the upper panel. The simulations are obtained considering a 50°N

atmosphere, and reff=2.0 µm. FGN is highlighted by a grey shaded area.

(upper panel of the Figure). The impact is larger than the FGN for OD ≥ 0.10615

and is not negligible at FIR wavenumbers. Two main reasons lie behind the

higher sensitivity of FIR and MIR radiances in presence of volcanic dust. The

first one is that the imaginary part of the refractive index of volcanic dust is

larger than that of dust-like aerosols in the 250–1400 cm−1 range (see back at

Figure 2). Since the imaginary part of the refractive index is proportional to620

the absorption coefficient of the medium, the volcanic aerosol is more absorbing

than dust like aerosol for the same assumptions on aerosol concentration and

micro-physics. The second reason is linked to the higher altitude and the higher

latitudinal location of the volcanic layers. These last conditions imply a dryer

and thus more transparent atmosphere. Note also that as the altitude of the625

volcanic aerosols increases, the peak of the emission from the layer moves to-

wards the smaller wavenumbers due to a smaller temperature of the layer. For

the present case, the layer top height is placed at 4.0 km in accordance with
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the literature case study taken from [49]. When evaluating the ability of the

CA methodology to simulate the up-welling radiances in comparison to the FS630

method (lower panel of Figure 14) it is noted that at FIR wavenumbers the CA

methodology is unsuitable for the volcanic layer with OD larger than 0.2 and

produces significant simulation errors, of the order of the half of the change in

the signal with respect to the clear sky case.

4. Conclusions635

An in-depth assessment of the accuracy of two scaling approaches (the Chou

Approximation, CA, and the Similarity Principle, SP) to provide infrared spec-

tral radiance in all-sky conditions has been performed. We have also provided

accurate computations of the b-factor used in the CA method, specifically for

low level stratiform liquid clouds and ice clouds composed of aggregates crys-640

tals. In the CA method, our results are obtained upon such an update. The

two approaches (CA and SP) have been compared against Full Scattering (FS)

calculations for a wide variety of water and ice clouds, and the results have been

analyzed with a focus on the spectral interval 100 to 1600 cm−1, which is the

spectral range of the FORUM instrument, the next ESA 9th Earth Explorer.645

The analysis has also been extended to cover two aerosol types, desert dust and

volcanic particles, which can have an effect in the atmospheric window at 10 µm

and in the FIR as well. As far as the comparison between the two approaches,

CA and SP, in the presence of water clouds, they have shown similar perfor-

mances. On the contrary, when applied to simulations of cloudy ice fields, the650

CA has been found to perform better than SP in all conditions which have been

analyzed in this study. Our conclusion is that SP is not a valid option to be

used and implemented in fast-forward models for ice cloud simulations.

We have found that for radiance calculations, CA approximation for ice and

water clouds appears reliable in the MIR, whereas in the FIR it yields acceptable655

results only in the limit of OD below 0.1–1.0, depending on the atmospheric

conditions and cloud altitude. In practice, this does not seem an important
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shortcoming for an instrument such as FORUM, which covers from 100 to 1600

cm1. In the case of aerosols, the situation is more varied. CA scaling methods

provide reliable results when the optical depth is below 0.2, and the performance660

is better for desert dust than for volcanic aerosol.

FORUM is mostly intended to provide spectral radiances aimed at a better

comprehensive assessment of the Earth’s energy budget. The far-infrared region

is governed by many numerous physical processes that can drive climate change

(e.g., [8]), but this region is not covered with modern infrared high spectral reso-665

lution sensors. However, FORUM has the spectral resolution needed to retrieve

the thermodynamical parameters, such as temperature and water vapor mix-

ing ratio profiles, and to perform vertically resolved estimates of cloud optical

properties. In particular, it is important to stress that the far-infrared region

is particularly suitable for the identification of thin cirrus [33] clouds and the670

derivation of their physical and optical properties. The same clouds are almost

transparent in the mid-infrared. In this respect, our results appear particularly

promising for an instrument such as FORUM because they imply that reliable,

fast forward models can be developed and used to exploit the synergy between

FIR and MIR to retrieve optical properties of water and ice clouds.675

As said, modern sensors stop their lower wavenumber to ≈ 640 cm−1, and in

fact, all-sky fast forward models have been mostly developed for the mid-infrared

(e.g., [15, 16, 17]). Our results open the way to reliable, fast forward models

in the FIR, with the quality expected to retrieve liquid and ice water content

profiles along with information about the corresponding effective radius. In this680

respect, we stress that to our knowledge, the results in the FIR are original,

and our work provides the first in-depth assessment of Chou approximation

in this part of the spectrum. As shown with our study, the CA in the FIR

yields acceptable results only in the limit of OD below 0.1–1.0, whereas in the

MIR, the approximation can be validly extended to thick clouds. Therefore,685

a comprehensive analysis of cirrus clouds is possible by resorting to CA-fast

radiative transfer schemes, which cover the FIR and MIR spectral ranges, such

as FORUM.
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In perspective, the CA-based optical depth can be suitably parameterized

through look-up tables as a function of LWC/IWC and effective radius. In690

effect, as a further output of this study, such a parametrization has been already

developed for the fast forward model σ-IASI ([16]). An all-sky σ-IASI spectrum

over the whole FORUM spectral range (100 to 1600 cm1) takes ≈ 0.5 s to

run on a personal computer platform, with Intel(R) Core(TM) i7-1065G7 CPU

@ 1.30GHz. The forward model will allow us to check the whole FORUM695

sensitivity to the optical properties of clouds. Because of its independence of a

given forward model, the same parameterization could be embedded in models

such as those developed by [15, 17], to name a few, which could open the way to

new all-sky fast forward models covering the infrared Earth emitted spectrum

in the MIR.700
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Abbreviations

The following abbreviations are used in this manuscript:

BT Brightness Temperature

CA Chou Approximation

DISORT Discrete Ordinate Radiative Transfer

ESA European Space Agency

FIR Far InfraRed

FORUM Far-infrared Outgoing Radiation Understanding and Monitoring

FS Full Scattering

FGN FORUM Goal NESR

LBLDIS LBLRTM + DISORT

LBLRTM Line-by-Line Radiative Transfer Model
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MIR Mid InfraRed

MOPD Maximum Optical Path Difference

NESR Noise Equivalent Spectral Radiance

OD Optical Depth

PSD Particle Size Distribution

PWV Precipitable Water Vapor

RTM Radiative Transfer Model

RU Radiance Units

SP Similarity Principle

SST Sea Surface Temperature

Appendix A.

Radiance (∆L, contour plot) and brightness temperature (∆BT , color scale)

differences between SP and FS are shown for liquid water clouds at MIR and720

FIR wavenumbers in Figure A.15 and A.16, respectively. Results for ice clouds

are shown in Figure A.17 and A.18.
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