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Introduction

In this supporting information we present details regarding the data processing and the modeling tools used for obtaining the results presented in the paper. The supplementary material is organized as follows: in Text S1 we present the procedure of GNSS data processing, including the linear trend remotion technique through the vbICA analysis. In Text S2 we present the details regarding the computation of the mean values of meteorological variables, which are then used as input of the hydrological model GR5J, whose ability to simulate the observed river flows is unraveled. In Text S3 we describe the models tested to reproduce the hydrologically-induced transient deformation, providing, during a specific time interval, the modeled displacements. We also discuss how the inclusion of the topography, rock heterogeneity, and fracture’s initial opening affects the resulting displacements and stress field. Finally, Text S4 presents the analyses based on the seismic catalog, i.e., the spatio-temporal declustering process and the statistical technique used to evaluate the correlation between water storage level and seismicity rates.

Text S1. Geodetic analysis

S1.1. GNSS data set and data processing

The position time-series have been obtained adopting a three-step procedure approach, as in Serpelloni et al. (2006), that includes: 1) raw phase data reduction, 2) combination of loosely constrained network solutions and reference frame definition and 3) time-series analysis, including velocity estimates and spatial filtering of common mode errors.

The raw GPS observables have been analyzed using the 10.70 version of the GAMIT/GLOBK package (Herring et al., 2018) adopting standards defined in the framework of the IGS “Repro2 campaign” (http://acc.igs.org/reprocess2.html). The GAMIT software is used to estimate station positions, atmospheric delays, satellite orbits, and Earth orientation parameters from ionosphere-free linear combination GPS phase observables using double differencing techniques to eliminate phase biases caused by drifts in the satellite and receiver clock oscillators. GPS pseudo-range observables are used to constrain clock timing offsets and to improve automated editing of the phase data, assisting in the resolution of integer phase ambiguities. GPS phase data are weighted according to an elevation-angle-dependent error model (Herring et al., 2015) using an iterative analysis procedure whereby the elevation dependence is determined from the observed scatter of phase residuals. In this analysis the satellites orbit parameters are tightly constrained to the IGS final products. We use the IGS absolute antenna phase center model for both satellite and ground-based antennas, which improves the accuracy of estimates for the vertical components of site position by mitigating reference frame scale and atmospheric mapping function errors (Schmid et al., 2005; 2007). While the first-order ionospheric delay is eliminated by the ionosphere-free linear combination, the second-order ionospheric corrections are applied based on the formulation of (Petrie et al., 2010), using IONEX files from the Center for Orbit Determination in Europe (CODE). The tropospheric delay is modeled as piecewise linear model and estimated using the Vienna Mapping Function 1 (VMF1; Boehm et al., 2007) with a 10° cutoff. We use the Global Pressure and Temperature 2 (GPT2; Lagler et al., 2013) model to provide a priori hydrostatic delays. The pole tide was also corrected in GAMIT by IERS standards. The Earth Orientation Parameters (EOP) are tightly constrained to priori values obtained from IERS Bulletin B. Non-tidal atmospheric loading and ocean tidal loading are corrected using MIT filtered atmospheric displacements files (available at ftp://everest.mit.edu/pub/GRIDS) and the FES2004 (Lyard et al., 2006) model.
respectively. The International Earth Rotation Service (IERS) 2003 model for diurnal and semi-
diurnal solid Earth tides was set. Because of the large number of stations included in our Euro-
Mediterranean GPS processing (~3000), this step is performed for several sub-networks, each
made by <50 stations, with each sub-network sharing a set of high-quality IGS stations, which
are used as tie-stations in the combination step.

In the second step we use the ST_FILTER program of the QOCA software
(http://qoca.jpl.nasa.gov), which adopts a Kalman filter estimation algorithm (Dong et al., 1998;
2002), to combine all the daily loosely constrained solutions with the global solution of the IGS
network made available by MIT (http://sopac.ucsd.edu), and simultaneously realize a global
reference frame by applying generalized constraints (Dong et al., 1998). Specifically, we define
the reference frame by minimizing the velocities of the IGS core stations
(http://igscb.jpl.nasa.gov), while estimating a seven-
parameter transformation with respect to
the GPS realization of the ITRF2008 frame (Altamimi et al., 2011), i.e., the IGb08 reference frame.

In the third step we analyze the position time series in order to estimate and correct offsets due
to stations equipment changes, while simultaneously estimating annual and semi-annual
periodic signals and a linear velocity term. The model derived from the combination of these
signals is then subtracted from the position time series in order to get the residual positions.
The residual time-series are then used to estimate the Common Mode Error (CME) performing a
Principal Component Analysis (PCA), as described in Dong et al. (2006). The PCA is performed
at a continental-scale, over the same area used by Serpelloni et al. (2013), and the first two PCs
are here considered as CME. This prevents the removal of the eventual more localized signals of
geophysical interests recorded by the GPS stations in the study region, since the PCA detects the
signals common to a much larger region. As a result, after removing the CME, the typical
repeatability in our analysis is ~1 mm for the horizontal components, and ~3 mm for the vertical
component, with a 30% gain in the daily repeatability and a significant improvement of the
signal to noise ratio. After the spatial filtering, the estimated seasonal motions are added back
to the filtered time-series, obtaining position time series with a reduced scatter around the
adopted model. The filtered displacement time-series are rotated in a Adria-fixed reference
frame using the rotation pole parameter estimated from GPS velocities in Serpelloni et al. (2016).

S1.2. Description of the procedure used to remove the linear trend using vbICA

We applied a vbICA (Gualandi et al., 2016) to the GPS time series in the Adria-fixed reference
frame. Through this process, the displacement time-series of the GPS stations are decomposed
into a finite number of independent components (ICs), characterized by a spatial distribution
(U), a temporal evolution (V) and a weight coefficient (S). As shown by Gualandi et al. (2016), the
number of ICs used to decompose the observations must be chosen a-priori, and in order to
decide on the number of components to retain several statistical tests can be applied. In this
work we use the F-test.

The component that describes the largest variance of the data set is IC1, which we interpret as
the linear tectonic trend (Fig. S2a), to which a sinusoidal annual signal is superimposed. The
presence of an annual signal in the component representing the tectonic trend is due to the
fact that ICA is not able to completely separate the tectonic signal from other processes.
Assuming that the tectonic trend is linear, we initially estimate it by fitting the temporal evolution of IC1 with the following function:

\[ q + m \cdot x + A \cdot \sin(2\pi \cdot x + \varphi) \]  
(S1)

and considering only the terms

\[ V_{lin} = q + m \cdot x \]  
(S2)

Since the displacements reconstructed by the IC1 are \( V_1 \cdot S_1 \cdot U_1 \), where \( S_1 \) is the weight coefficient and \( U_1 \) the spatial distribution, the displacements associated only with the linear trend of IC1 are \( V_{lin} \cdot S_1 \cdot U_1 \).

It is then possible to remove this component of the displacement \( (V_{lin} \cdot S_1 \cdot U_1) \) from the displacement time series and then apply another vbICA to the new detrended time-series. This approach is effective in detrending short spanning time-series of GNSS stations affected by transient displacements, where a trajectory model (Bevis and Brown, 2014) would fail if the transient is not properly modeled with an ad hoc function.

We remark that the values of both \( q \) and \( m \) are slightly affected by both the number of components chosen for the ICA, in particular when considering 4 ICs or more, and the initial decomposition parameters. Since once removed the linear trend, 3 components are necessary to reconstruct the observations according to the F-test, then we selected 4 ICs for the decomposition of the signal in the Adria-fixed reference frame (Fig. S2): one more than the detrended case, representing the tectonic motion.
Figure S1. Map of the GPS stations included in the vblICA analysis.
Figure S2. Result of the vbICA analysis using GNSS time series in the Adria-fixed reference frame. The (a), (b), (c), (d) panels represent IC1, IC2, IC3, IC4 respectively. The top of each panel represents the temporal evolution (V; in black), while in the map is plotted the corresponding spatial response in the horizontal (green arrows) and vertical (coloured circles) components. As regard IC1, the directions and amplitudes of the spatial response are in good agreement with horizontal and vertical velocities estimated with the classic trajectory model approach of Anderlini et al. (2020).
**Text S2. Hydrological modeling**

![Diagram](image)

**Figure S3.** Schematic describing the modeling approach to estimate total water storage changes in a downstream sub-catchment (light green), based on precipitation (P), actual evapotranspiration (E), river discharge (Qin and Qout), and potential groundwater import/export from a surrounding basin Qgw (e.g. karstic system).

**S2.1. Spatially-distributed precipitation and temperature**

As the single water flux increases storage changes, an adequate estimation of precipitation is required to robustly quantify them. Since rainfall is highly heterogeneous over this mountainous region, we considered 54 pluviometers and 55 temperature observations distributed within or close to the Piave at Segusino catchment (Fig. S4). Data are available from 2010 to present.

We used the Thiessen polygons (i.e. nearest neighbour method) to compute mean rainfall over each of the three catchments. This method consists in dividing the entire basin in Thiessen polygons generated from a set of sample points, which in the case of precipitation estimation are the pluviometers. Each polygon has the property of the closest pluviometer. Note that the shape of the Thiessen might evolve over time to account for potential missing data.

Assuming that inside (or very close to) the hydrological basin we are considering there are n pluviometers, the weighted mean precipitation ($P_m$) at certain time is computed as follows:
\[ P_m = \frac{\sum_{i=1}^{n} p_i A_i}{\sum_{i=1}^{n} A_i} \]  

(S3)

where \( p_i \) is the precipitation recorded by the i-th pluviometer and \( A_i \) the area of the polygon it represents. The time resolution of the data we are using is daily, then \( P_m \) is daily too.

This computation process can be complicated by the presence of missing data and by the fact that the calculus of polygon areas is not that easy. Then, in order to compute the areas of Thiessen polygons, we build a grid with squared cells over the basin with a resolution of 2 km both in the N-S and E-W direction, and count how many grid cells points (at the corners of each cell) lie inside each polygon: the larger the polygon is the more points are inside it (Fig. S4). In this way \( A_i \) in equation (S3) becomes the number of points that are inside the i-th polygon.

In order to compute the mean temperature of the area we follow the same process, using as sample points the position of the thermometers.

**Figure S4.** Example of division of the Piave at Segusino basin (red line) in Thiessen polygons
(blue lines) to compute mean precipitation. The blue stars represent the pluviometers that generate the Thiessen polygons, while the small green dots inside the basin are the grid points we used to compute $A_i$.

S2.2. Potential evapotranspiration

Actual evapotranspiration $E$ is first estimated based on potential evapotranspiration (PET) - i.e. the atmospheric demand for moisture. We used the Jensen-Haise (Jensen et al. 1990) method to estimate PET:

$$PET = \frac{R_e (T+5)}{100 \lambda} \text{ if } T + 5 > 0; \text{ otherwise } PET = 0$$

This approach only requires a limited amount of information, temperature ($T$) and extraterrestrial radiation ($R_e$), depending only on latitude and Julian day. $\lambda = 2.45 \frac{MJ}{K \gamma}$ is the latent heat flux and $\rho = 1000 \frac{kg}{m^3}$ is the density of water. As underlined by Oudin et al. (2005), such a simplified model, which is based on local observations, does not affect the model performances.

S2.3. Modeling water storage changes with GRSJ hydrological model (Belluno Valley, 883 km²)

The quality of the model is evaluated using the Nash-Sutcliffe efficiency (Nash and Sutcliffe, 1970). This normalized index can range from $-\infty$ to 1. An efficiency of 1 corresponds to a perfect description of observed discharge. When the efficiency falls to 0, model predictions are as accurate as the mean of the observed data. GRSJ performs quite well on the three catchments (Table S1, Fig. S5).

<table>
<thead>
<tr>
<th>Watershed</th>
<th>Catchment area [ km² ]</th>
<th>Nash-Sutcliffe efficiency</th>
<th>Correlation between modeled water storage changes and ICA V2 eigenvector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cordevole@Ponte Mas</td>
<td>706</td>
<td>0.62</td>
<td>0.79</td>
</tr>
<tr>
<td>Piave@ Belluno</td>
<td>1907</td>
<td>0.72</td>
<td>0.84</td>
</tr>
<tr>
<td>Piave@ Segusino</td>
<td>3496</td>
<td>0.76</td>
<td>0.88</td>
</tr>
<tr>
<td>Belluno Valley</td>
<td>883</td>
<td>N/A</td>
<td>0.83</td>
</tr>
</tbody>
</table>
Table S1. Nash-Sutcliffe efficiency coefficient and correlation with V2 for the basins considered.

| GRACE | ~105 | N/A | 0.61 |

Figure S5. Comparison between observed (blue) and modeled (red) flows of the Piave river at Belluno (left), Segusino (center) and of the Cordevole river at Ponte Mas (right).

For all basins, water storage changes are highly correlated with the temporal variations in surface displacements, as described by the second eigenvector of ICA (Fig. S6), around or above 0.8. The correlation between V2 and GWS is high during all the time interval, implying that not only the large deformation events, but also the small ones are well modeled. One exception is the extreme weather event, named “tempesta Vaia”, occurred at the end of October 2018, where the increase of the V2 is smaller than the GWS. The reason might be that, during this event, the precipitation in the northern sector of the basins was much higher than in the southern one, where the GPS stations responding to this hydrological signal are located. This is confirmed by Fig. 4 and Fig. S6, where the GWS peak during the Vaia storm computed in the Belluno Valley catchment basin is much smaller than in the river basins.

Figure S6. Comparison between V2 (blue) and GWS variations (red) computed in the Piave at Belluno (left), Piave at Segusino (center) and Cordevole at Ponte Mas (right).
Text S3. Hydro-mechanical modeling

S3.1. Modeling displacements and stress changes

We used a finite element model (FEM) in order to explore physical linkages between water storage changes in the Belluno Valley and surface deformation recorded by GNSS stations, and compute subsurface stress variations. We define a geologically realistic model and test a set of hydrological structures that could explain the observed surface displacements.

In order to focus on physical processes linking the hydrological cycle and deformation, the problem was reduced to 2-D under the plane strain hypothesis, where linear elasticity is resolved considering small deformations. The modeled domain is 1000 x 500 km, i.e. 200 time wider than the area of interest to avoid boundary effects. The chosen boundary conditions are fixed constraints in the lateral and bottom edges, free surface on the top edge (Fig. S8). The mesh is triangular with 20 m size near the boundaries. The size of the domain and the associated mesh were determined as the best compromise between stability and accuracy of the deformed

Figure S7. Power spectral density of GWS_{res}. 

![Power spectral density plot]
domain and the calculation time. The FEM is performed with Comsol Multiphysics (https://www.comsol.com/).

Figure S8. Entire domain of the COMSOL model, in blue the fixed constraint. In the black rectangle a closer look to the modeled study area.

The definition of the model is based on the geological cross section shown in Fig. 5 of the main text (from Galadini et al., 2005), where the main geological units are explicitly described. Each layer is considered as elastic, homogeneous and isotropic. We considered perfect continuity between the different layers. No specific elastic behavior was considered for the faults following the small deformation hypothesis. Elastic parameters attributed to the different formations, according to Anselmi et al. (2011), are highlighted in Table S2.

<table>
<thead>
<tr>
<th>Rock type</th>
<th>Young’s modulus [GPa]</th>
<th>Poisson’s ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystalline basement</td>
<td>92</td>
<td>0.25</td>
</tr>
<tr>
<td>Belluno Basin Units</td>
<td>59</td>
<td>0.26</td>
</tr>
<tr>
<td>Igne Formation</td>
<td>64</td>
<td>0.3</td>
</tr>
<tr>
<td>Flysch</td>
<td>26</td>
<td>0.2</td>
</tr>
<tr>
<td>Scaglia Rossa</td>
<td>38</td>
<td>0.3</td>
</tr>
<tr>
<td>Dolomites</td>
<td>95</td>
<td>0.32</td>
</tr>
<tr>
<td>Montello Conglomerates</td>
<td>26</td>
<td>0.2</td>
</tr>
<tr>
<td>Limestones</td>
<td>71</td>
<td>0.25</td>
</tr>
<tr>
<td>Sediments</td>
<td>15</td>
<td>0.35</td>
</tr>
</tbody>
</table>
Table S2. Rock parameters used in COMSOL.

S3.2. Testing hydrological pressure sources to explain surface displacements

In this section we provide additional information about how the different models we tested describe the relationship between GWSres and the displacements associated with IC2 in a specific time-span. We assume that the pressure variations caused by the accumulation of water are directly proportional to the GWSres.

As deformation is linear with pressure, the different mechanical models are evaluated on the ability of reproducing the spatial distribution of relative surface displacements extracted from IC2. In this way, the mechanical model remains independent from any hydrological model. Noise levels are also considered in the evaluation. It is worth noting that the vertical displacements associated with IC2 are noisier than the horizontal ones, as shown in Fig. 7, so that the analysis of the model performance is mainly driven by the horizontal displacements. In particular, when considering the vertical displacements associated with IC2 during T1, (10 October 2013 - 22 February 2014), 11 of the 12 stations considered have a value smaller than the mean noise level, which is, for each GPS station, the mean error associated with the daily measurements. The model displacements, for each configuration, are shown in Fig. S9.
Figure S9. Comparison between displacements associated with IC2 during T1 (red) and modeled using COMSOL using 7 different sources of deformation (blue). In order to better compare the displacement patterns, both horizontal and vertical displacements have been normalized with their standard deviation.
S3.3. Computation of the Coulomb failure function

We consider Coulomb stress change (CFF) in order to characterize the conditions for rock failure. It is defined on a fault plane as

\[ CFF = \Delta \tau_r + \mu' \Delta \sigma_n \]  

(S5)

where \( \Delta \tau_r \) is the change in the shear stress on the plane in the expected slip direction on the target fault, \( \Delta \sigma_n \) is the change on normal stress (positive for extension) and \( \mu' \) is the apparent coefficient of friction (Harris and Simpson, 1992), which we assumed = 0.5.
We compute $\Delta \tau_r$ and $\Delta \sigma_n$ starting from the three components of the stress tensor ($\Delta \sigma_{xx}$, $\Delta \sigma_{yy}$, $\Delta \sigma_{xy}$) obtained by the COMSOL model in a $x, y$ reference frame, where $y$ is vertical positive with elevation and $x$ horizontal, positive toward SW.

Since the receiving faults we are considering are inverse:

\[
\Delta \sigma_n = \Delta \sigma_{xx} \sin^2(\delta) - 2\Delta \sigma_{xy} (\sin(\delta) \cos(\delta)) + \Delta \sigma_{yy} \cos^2(\delta) \tag{S6}
\]

\[
\Delta \tau_r = \cos(\delta) \sin(\delta) (\Delta \sigma_{yy} - \Delta \sigma_{xx}) + \Delta \sigma_{xy} (\cos^2(\delta) - \sin^2(\delta)) \tag{S7}
\]

Where $\delta$ is the dip angle.

Considering the high correlation between water storage changes, deformation and seismicity, with no significant time delay, pore pressure changes is not considered in the definition of CFF, and pore pressure changes won’t be modeled.
Figure S11. Horizontal (top) and vertical (bottom) displacements generated by the fracture described as Model 5, considering different values of initial opening: 2 cm (blue), 10 cm (green), 100 cm (black).
Figure S12. Same as Fig. 9, considering a domain with: both topography and rock stratification (Model 5, top); only topography (Model 5a, central); a flat free surface (Model 5b, bottom).
Text S4. Correlation between GWS$_{res}$ and seismicity rates

S4.1 ETAS modelling and temporal declustering

Completeness magnitude determination

The first step to investigate the possible correlation between the GWS$_{res}$ and seismicity rate is to conduct statistical analysis on the seismic catalogue. Assessing the magnitude of completeness (Mc), defined as the minimum magnitude above which we have reliably recorded all the earthquakes in the time and the region under investigation is the first, essential step to analyse seismicity rates. Romano et al elaborated a Mc map for this catalog, identifying higher Mc values for the seismicity located in the NE of the domain (Mc~0.7-1.0), respect to the Mc for the areas with better network coverage (where Mc reach values below 0.0).

In this work we calculate a Mc for the full data set. Numerous algorithms for data-driven Mc selection have been proposed; Mignan and Woessner (2012) provide a quite exhaustive overview. To estimate Mc we use the “Completeness Magnitude Estimation” tool available on the IS-EPOS platform (IS-EPOS, 2016), which provides four different Mc estimations using different approaches (the goodness of fit at 90% and 95% confidence bounds, the Maximum Curvature Method (Wiemer, 2000) and the Modified Goodness of fit (Leptokaropoulos et al., 2013). The obtained Mc solutions are summarized in Table S3; since the value of 0.5 leads to unstable results, we adopt the more conservative value of Mc = 0.7, which is close to the higher values for the seismicity located in the NE part of the domain in the Mc map presented by Romano et al. 2019. The resulting complete catalogue is composed by 731 events.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goodness of fit test at 90% confidence bounds</td>
<td>0.5</td>
</tr>
<tr>
<td>Goodness of fit test at 95% confidence bounds</td>
<td><strong>0.7</strong></td>
</tr>
<tr>
<td>Maximum Curvature Method</td>
<td>0.5</td>
</tr>
<tr>
<td>Modified Goodness of fit test</td>
<td><strong>0.7</strong></td>
</tr>
</tbody>
</table>

Table S3. Summary of the Mc obtained using different methods (tools from IS-EPOS, 2016).

Temporal declustering using the ETAS model

The seismic declustering consists in the identification and separation of the contribution of foreshocks, mainshocks and aftershocks, and to construct a catalogue composed only by independent events, i.e., those considered as not triggered by any preceding event. There are several approaches for solving the declustering problem, with a not unique solution. Van Stiphout et al. (2012) provides an overview of this issue, describing the pros and cons of the most popular algorithms. In this application, we adopt the strategy of Zhuang et al. (2002) which is based on the Epidemic Type Aftershock Sequence (ETAS) model. This model, firstly developed by Ogata (Ogata, 1988; 1998), considers the seismicity as the sum of background earthquakes thought to be caused by (stationary) tectonic loading and triggered earthquakes, thought to be caused by stress transfer. The stochastic declustering gives to each earthquake in the catalogue
the probability of being an aftershock of all past events. Starting from the ETAS model, the conditional intensity, in the temporal domain, can be defined as:

$$\lambda_0(t) = \mu + \sum_{i:t_i<t} \frac{k e^{(m_m_c)}}{(t-c)^p}$$  \hspace{1cm} (S8)

where $\mu$ represents the background events, that we assume time-independent; the cascade of aftershocks (in the summation) is described by the empirical Omori–Utsu law (Utsu et al., 1995), where $k$ is the productivity factor of the sequence that depends on the magnitude ($m$) and $m_c$ is the completeness magnitude. For the joint inversion of the five parameters for our complete catalogue, the maximum-likelihood method (Ogata et al., 1993) is used; we obtain: $\mu = 0.102$ day$^{-1}$, $K = 0.025$, $\alpha = 0.940$, $p = 0.907$ and $c = 0.226$–2 yr.

For each event, it is possible to calculate the contribution to the background and the whole conditional intensity from equation (S8) and, from here, to select the most likely background events. We have found that 51% of the events are classified as background (372 earthquakes). The spatial distribution of these events is shown in Fig. 7 in the main text.

S4.2 Covariate model

The covariate model from Garcia-Aristizabal (2018) provides a way for studying correlations between seismicity rates and proxies of possible forcing processes of interest. The exponential distribution is defined as the basic template function for modelling the $t_{HT}$ as in equation (3) in the main text. The possible dependencies on hydrological data are modelled writing the $\mu$ parameter of the exponential distribution in terms of deterministic functions of the explanatory covariate according to equation (4) in the main text. The inference of model parameter values is performed using a Bayesian approach based on a Markov chain Monte Carlo (MCMC) method, whereas the model selection is based on Bayes factor ($B_{KL}$) calculations (Garcia-Aristizabal et al., 2015; 2016; 2018). $B_{KL}$ provides a possible solution for hypothesis testing and model selection in Bayesian inference problems (e.g. Kass and Raftery, 1995; Raftery, 1995; Lewis and Raftery, 1997) and is calculated as the ratio of the posterior odds for $M_K$ against $M_L$ to the prior odds. When the models $M_K$ and $M_L$ are a priori equally probable, $B_{KL}$ reduces to the ratio of the marginal likelihoods of the two competing models (Lewis and Raftery, 1997):

$$B_{KL} = \frac{f(x|M_K)}{f(x|M_L)}$$  \hspace{1cm} (S9)

The Bayes factor summarizes the evidence provided by the data $x$ in favour of one specific model as opposed to another. Reference values for interpreting $B_{KL}$ have been provided by Jeffrey (1961) and Raftery (1995) and are summarized in Table S4 (from Garcia-Aristizabal, 2018).

<table>
<thead>
<tr>
<th>$2\log_{10}(B_{KL})$</th>
<th>$B_{KL}$</th>
<th>Evidence for $M_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt; 0$</td>
<td>$&lt; 1$</td>
<td>Negative (supports $M_L$)</td>
</tr>
<tr>
<td>0 - 2</td>
<td>1 - 3</td>
<td>Barely worth mentioning</td>
</tr>
<tr>
<td>2 - 5</td>
<td>3 - 12</td>
<td>Positive</td>
</tr>
<tr>
<td>5 - 10</td>
<td>12 - 150</td>
<td>Strong</td>
</tr>
<tr>
<td>$&gt; 10$</td>
<td>$&gt; 150$</td>
<td>Very strong</td>
</tr>
</tbody>
</table>
Table S4. Categories used for the interpretation of the Bayes factors for the model selection (from Raftery, 1995; Jeffreys, 1961; Garcia-Aristizabal, 2018).

S4.3 Spatial cluster analysis

For spatial cluster analysis we use the k-means partitioning approach (MacQueen, 1967). This algorithm partitions a data set into k clusters so that the resulting intra-cluster similarity is high and the inter-cluster similarity is low (Han et al., 2011). We select the “optimal number of clusters” using the silhouette method (Rousseeuw, 1987), which is one of the most popular approaches used in literature (Kaufman and Rousseeuw, 1990; Al-Zoubi and Rawi, 2008; Garcia-Aristizabal et al., 2017). Fig. S13 shows the plot of the silhouette coefficient; the maximum of this plot, which is reached for k=2, indicates the preferred number of clusters to partition the data. In this way, the partition in two clusters (A and B in Fig. 7) was obtained. It is worth noting that the classification of events located in the boundary between the two selected clusters may be discutible. To test the robustness of the obtained results we performed different tests in order to perform correlation analyses using resizing clusters A and B after manually changing the boundary between them (as e.g., following topographic features). These changes didn’t modified the resulting correlations between seismicity in the (modified) clusters A and B and GWSres.

Figure S13. Plot of the mean Silhouette coefficient. The maximum value is found for a partition in two clusters (identified as clusters A and B in the paper).
Movie S1.

In the top panel we show the temporal evolution of $GWS_{res}$ (same as Fig. 4 in the maintext). In the bottom panel, the red segments connecting black dots and red dots represent the horizontal displacements associated with IC2 of each GNSS station. The displacements are calculated, as in section S1.2, with respect to the position at the instant corresponding to the absolute minimum of $V2$ (Fig. 4).
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