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ABSTRACT To understand the influence of interchromophoric arrangements on photo-

induced processes and optical properties of aggregates it is fundamental to assess the 

contribution of local excitations (charge transfer (CT) and Frenkel (FE)), to exciton states. Here 

we apply a general procedure to analyze the adiabatic exciton states derived from time-

dependent density functional theory calculations, in terms of diabatic states chosen to coincide 

with local excitations within a restricted orbital space. In parallel, motivated by the need of 

cost-effective approaches to afford the study of larger aggregates, we propose to build a model 

Hamiltonian based on calculations carried out on dimers composing the aggregate. Both 

approaches are applied to study excitation energy profiles and CT character modulation 

induced by interchromophore rearrangements in perylene bisimide aggregates up to a tetramer. 

The dimer-based approach closely reproduces the results of full-aggregate calculations and an 

analysis in terms of symmetry-adapted diabatic states discloses the effects of CT/FE 

interactions on the interchange of the H-/J- character for small longitudinal shifts of the 

chromophores. 

1.Introduction.  

Improvements in material design and fabrication has determined tremendous advances and 

applications in the field of organic optoelectronic materials. [1–3] Intermolecular interactions, 

which strongly depend on the packing arrangement, play a key role in determining the photo-

induced processes in aggregates of organic chromophores and the control of chromophore’s 

assembly has become a challenging target in supramolecular chemistry. [4–14] A parallel effort 

in conceptual comprehension of the underlying fundamental physics of photoinduced processes 

has led to deep advancements in understanding the influence of interchromophoric 

arrangements on the optical properties of aggregates, [15–17] and in modeling the photo-

induced relaxation processes leading to excimer formation. [18–20] 
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The photophysical properties of aggregates are strongly dependent on the nature of exciton 

states, which can be classified as dominated by Frenkel (FE), charge transfer (CT) character or 

mixed CT/FE. The role of CT states on photo-induced processes is well established: CT states 

have been identified as possible mediators in singlet fission  [21–27] and have a crucial role in 

exciton-dissociation, charge-separation and charge-recombination processes in organic 

photovoltaics. [28,29]  

Determining the CT/FE character of exciton states predicted from calculations is therefore an 

essential task, but because wavefunctions (wf) are generally expressed as linear combinations 

of delocalized excitations (DEs), a suitable protocol for character analysis is required and 

several approaches have been proposed, to expand adiabatic states in terms of diabatic 

bases. [30–35] [36–43] For molecular aggregates, a natural choice is using localized 

excitations (LEs) as diabatic states, that is FE (or neutral) [44] and CT electron excitations 

between molecular orbitals (MOs) localized on monomers, [33,37,38,40,41,45] since these 

provide a physically intuitive framework to understand photo-induced processes.  

Electronic couplings between diabatic states can be differentiated according to the nature of 

the interacting sates. Beside FE/FE Coulomb long-range interactions, the FE/CT interactions 

can become competitive at short inter-chromophore distance where the molecular orbital 

overlap is significant and can overcome the FE/FE interactions thereby changing the overall 

photophysical properties of the aggregate and leading to unconventional or CT mediated J-

aggregation. [16,17,46] Vibronic fine structure responds to the magnitude and especially the 

sign of the Coulomb coupling and several studies have addressed the role of exciton-vibrational 

couplings to model aggregate’s absorption spectra. [16,17,46–50] A large number of 

computational investigations have focused on dimers of 𝜋-conjugated chromophores, [33,51–

55] and comparably fewer have discussed aggregates of larger dimension [39,41,56,57] while 



 5 

calculations for larger stacks are of interest because in most situations excitons are delocalized 

over a relevant number of monomers. [58]  

Perylene bisimide (PBI), a molecule that finds applications in high-performance color pigments 

and as n-type organic semiconductors in transistors and solar cells, has become an ideal model 

system [33,41,45,53–55] especially for the potential application of J-aggregates. Previous 

studies on dimers of PBI  [33,41,45,53,54] have thoroughly compared the performance of 

different quantum-chemical (QC) approaches encompassing configuration interaction 

truncated to single excitations (CIS), time-dependent density functional theory (TD-DFT), and 

highly accurate levels of theory as spin-component-scaling (SCS) coupled cluster to second 

order (CC2) [59,60] and SCS algebraic diagrammatic construction to the second-order 

(ADC(2)) [61]. In most of these studies, the application of a diabatization procedure to exciton 

adiabatic states, provided insight on the character of each selected eigenstate and therefore on 

aggregate photo-physics.  

Studying the effect of interchromophore displacements or rearrangements on exciton states of 

large aggregates may put severe limitations to the level of theory that can be afforded. As an 

alternative to full-aggregate QC calculations, exciton models with different flavors of 

parametrization protocols have been proposed. [32,62–68] Motivated by the need of cost-

effective approaches providing results of quality comparable to full-aggregate calculations, and 

inspired by previous pioneering work in which the dimer approach was introduced [57] or used 

to parametrize exciton Hamiltonians [65] here we propose and test a model Hamiltonian (mH) 

built on the basis of QC calculations carried out only on the dimers composing the aggregate. 

We use the mH to determine excitation energies and character of the exciton states of trimers 

and tetramers of PBI for interchromophore displacements along the longitudinal translation 

coordinate. The QC approach selected is TD-DFT, being a cost-effective method that can be 

used to compare the results of the cheaper mH approach with those of full-aggregate 
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calculations that are also reported here for all the aggregates investigated. This study is 

therefore developed as follows: first, a diabatization procedure is introduced and applied to 

full-aggregate calculations on dimers, trimers and tetramers of PBI, to derive a matrix 

representation of the Hamiltonian, 𝑯𝒅𝒊𝒂 in the diabatic basis formed by 𝐿𝐸s within the selected 

orbital space. Second, the mH is built for trimer and tetramer, on the basis of dimer calculations 

and the results (adiabatic energy profiles, CT/FE character of exciton states, magnitude of mH 

matrix elements) are compared with those obtained from full-aggregate calculations, to assess 

the quality of the less expensive approach. Furthermore, to unravel the effects of CT/FE 

interactions leading to J-aggregation for short longitudinal shifts, the use of symmetry-adapted 

diabatic bases is applied to dimers and trimers of PBI. 

 

Figure 1. The PBI aggregates considered in this work. Exciton states have been determined at 

the eclipsed configuration shown here and along the interchromophore longitudinal (𝑧) 

translation coordinate. 

2. Theoretical background.  

2.1. Character analysis of exciton states via diabatization.  
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Before discussing the details of the protocol used to analyze exciton state character, we 

introduce the choices made as regard a) diabatic basis, b) orbital space and c) dimension of the 

adiabatic state space.   

The adiabatic exciton states obtained from most QC calculations are generally expressed as 

linear combinations of DEs built from delocalized molecular orbitals (DMOs). To analyze the 

exciton wf character it is more convenient to express the adiabatic states on a basis of LEs, in 

turn built on a basis of monomer localized molecular orbitals (LMOs). The LEs can be further 

distinguished in neutral excitations localized on a single monomer and CT excitations 

involving two of the n molecules forming the aggregate. We will label for simplicity the neutral 

localized excitations as FE [44] since their linear combinations form the FE excitons.  

A diabatic representation is a convenient tool to characterize the nature of the electronic states. 

Several approaches have been discussed to determine a diabatic basis by variously defined 

transformations of previously computed adiabatic states or by determining a set of 

wavefunctions that are weakly dependent on nuclear coordinates. [33–41] A natural choice for 

the definition of a diabatic representation, used in this work as in several previous 

investigations [37,38,40,41,45], is represented by the set of LEs.  

One relevant condition, when undergoing the character analysis of exciton states obtained from 

QC calculations, concerns the dimension of the adiabatic/diabatic basis of states included in 

the analysis, which depends on the dimension of the selected active orbital space (AOS) from 

which electron excitations are generated. A common assumption is the minimal orbital space 

(MIOS), with two electrons in two orbitals, usually the HOMO and LUMO of each monomer 

forming the aggregate. [37,40,44,45,69] This choice restricts the application to molecules 

whose lowest excited state is dipole allowed and well described by the HOMO→LUMO 

excitation, such as PBI.  Although the analysis of the aggregate excited states in this work is 
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always carried out in the framework of the MIOS, the AOS could be straightforwardly 

expanded, including additional orbitals of each monomer. [35,52]  

In the framework of TD-DFT calculations, the exciton wf is described by single excitations. 

Restricting the attention to the MIOS, the number of single excitations, for an aggregate of 𝒏 

molecules, is 𝒏𝟐, implying that only the computed adiabatic exciton states whose wf is 

dominated by some of the 𝒏𝟐 excitations, are considered for character analysis and 

diabatization. Accordingly, 𝒏𝟐 is the dimension of the Hamiltonian’s matrix representation in 

the adiabatic 𝑯𝑎𝑑𝑖𝑎 and in the diabatic 𝑯𝑑𝑖𝑎 state basis. The diabatic LE basis of the aggregate 

encompasses 𝒏 FE states, localized on each molecular unit, and 𝒏𝟐 − 𝒏 CT states involving 

two different monomers. 

Having introduced the choices made in this work as regard the diabatic basis, orbital and 

adiabatic state spaces, we present in the following the protocol for character state analysis. 

Each subsection corresponds to the sequential items of the workflow shown in Figure 2.  

DMOs as linear combinations of LMOs. In the first step of the character analysis, the DMOs 

are expressed as linear combinations of the LMOs by the application of a projection operator, 

following the procedure outlined in previous work: [70,71] 

|𝜓𝑀𝑂𝑁_𝑖⟩⟨𝜓𝑀𝑂𝑁_𝑖|𝜓𝐴𝐺𝐺𝑅_𝑗⟩ = 𝐶𝑖,𝑗
𝐴𝐺𝐺𝑅_𝑀𝑂𝐵|𝜓𝑀𝑂𝑁_𝑖⟩  (1) 

Where |𝜓𝑀𝑂𝑁_𝑖⟩  are the molecular orbitals of the isolated monomers in the atomic orbital basis 

(AOB) and |𝜓𝐴𝐺𝐺𝑅_𝑗⟩  are the aggregate molecular orbitals in the AOB. In matrix formulation 

|𝜓𝑀𝑂𝑁_𝑖⟩ form the column vectors of the 𝑪𝑀𝑂𝑁_𝐴𝑂𝐵 matrix which is therefore a block diagonal 

matrix containing the MOs coefficients in the AOB from each monomer, with off block 

diagonals set to zero. Similarly, |𝜓𝐴𝐺𝐺𝑅_𝑗⟩  form the column vectors of the 𝑪𝐴𝐺𝐺𝑅_𝐴𝑂𝐵 matrix. 
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The linear combinations describing DMOs in terms of LMOs are defined by the 𝐶𝑖,𝑗
𝐴𝐺𝐺𝑅_𝑀𝑂𝐵 

coefficients in the monomer orbital basis (MOB) which, for a given aggregate orbital j, form 

the columns of the 𝑪𝐴𝐺𝐺𝑅_𝑀𝑂𝐵 matrix and are obtained as: 

𝑪𝐴𝐺𝐺𝑅_𝑀𝑂𝐵 = 𝑪𝑀𝑂𝑁_𝐴𝑂𝐵
𝒕 ∙ 𝑺𝑀𝑂𝑁_𝐴𝑂𝐵 ∙ 𝑪𝐴𝐺𝐺𝑅_𝐴𝑂𝐵   (2) 

where the 𝑺𝑀𝑂𝑁_𝐴𝑂𝐵 is the overlap matrix of the monomers in the AOB and the superscript t 

indicates the transpose.  

The overlap matrix in the MOB is then required to orthogonalize, using Löwdin’s symmetric 

transformation, [72] the monomer orbitals belonging to different monomers. The overlap 

matrix 𝑺𝐴𝐺𝐺𝑅_𝑀𝑂𝐵 between the LMOs is calculated from the MO coefficients of the monomer 

orbitals and the overlap of the atomic orbitals in the aggregate configuration 𝑺𝐴𝐺𝐺𝑅_𝐴𝑂𝐵. 

𝑺𝐴𝐺𝐺𝑅_𝑀𝑂𝐵 = 𝑪𝑀𝑂𝑁_𝐴𝑂𝐵
𝒕 ∙ 𝑺𝐴𝐺𝐺𝑅_𝐴𝑂𝐵 ∙ 𝑪𝑀𝑂𝑁_𝐴𝑂𝐵   (3) 

Finally, the aggregate’s orbitals expressed in terms of orthogonalized monomer orbitals form 

the columns of the 𝑪𝐴𝐺𝐺𝑅_𝑀𝑂𝐵
𝐿  matrix (superscript L indicates that Löwdin’s orthogonalization 

has been applied) and are obtained as  [70,71] 

𝑪𝐴𝐺𝐺𝑅_𝑀𝑂𝐵
𝐿 = 𝑺𝐴𝐺𝐺𝑅__𝑀𝑂𝐵

−
𝟏
𝟐 ∙ 𝑪𝐴𝐺𝐺𝑅_𝑀𝑂𝐵   (4) 

The dimension of the 𝑪𝐴𝐺𝐺𝑅_𝑀𝑂𝐵
𝐿  matrix corresponds to the full dimension of the MOB, 

however, the occupied DMOs belonging to the MIOS are mainly determined by the occupied 

LMOs belonging to the MIOS and similarly for the unoccupied MOs. Therefore, only the 

submatrices 𝑴𝑰𝑶𝑺_𝑶𝐴𝐺𝐺𝑅_𝑀𝑂𝐵
𝐿  (for occupied MOs) and 𝑴𝑰𝑶𝑺_𝑼𝐴𝐺𝐺𝑅_𝑀𝑂𝐵

𝐿  (for unoccupied 

MOs) extracted from 𝑪𝐴𝐺𝐺𝑅_𝑀𝑂𝐵
𝐿  are retained, Löwdin orthogonalized, and used in the 

subsequent steps.  

DEs as linear combinations of LEs within the MIOS. With the DMOs expressed as linear 

combinations of LMOs belonging to the MIOS, a generic DE (𝑖 → 𝑗) from an occupied i to an 
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empty j DMO can be expanded in terms of LEs (𝑘 → 𝑙) between LMOs. The coefficients of 

such expansion are given by 

𝑈𝑘→𝑙,𝑖→𝑗
𝐷𝐸→𝐿𝐸 = 𝑀𝐼𝑂𝑆_𝑂𝑘,𝑖

𝐴𝐺𝐺𝑅_𝑀𝑂𝐵,𝐿  ∙ 𝑀𝐼𝑂𝑆_𝑈𝑙,𝑗
𝐴𝐺𝐺𝑅_𝑀𝑂𝐵,𝐿  (5) 

where 𝑀𝐼𝑂𝑆_𝑂𝑘,𝑖
𝐴𝐺𝐺𝑅_𝑀𝑂𝐵,𝐿

 and 𝑀𝐼𝑂𝑆_𝑈𝑙,𝑗
𝐴𝐺𝐺𝑅_𝑀𝑂𝐵,𝐿

 are orthogonalized expansion coefficients 

of aggregate’s occupied and empty orbitals, respectively, in the MOB. The elements computed 

by Eq. (5) form the unitary matrix 𝑼𝑫𝑬 →𝑳𝑬 whose columns describe each DE (𝑖 → 𝑗) excitation 

in terms of the LEs (𝑘 → 𝑙) excitations. 

QC exciton state calculations and adiabatic states selection. From QC calculations on the 

aggregate, the subset of 𝒏𝟐 exciton states originated from the MIOS (expressed in terms of 

DEs), are selected out of the full set of computed eigenstates, Gram-Schmidt 

orthogonalized [73] and used to form the columns of the 𝑪𝐷𝐸
𝑎𝑑𝑖𝑎 matrix. The corresponding 𝒏𝟐 

eigenvalues (excitation energies) form the diagonal 𝑯𝑎𝑑𝑖𝑎 matrix.  

Adiabatic states as linear combinations of LEs. The CT/FE nature of each adiabatic exciton 

state is readily obtained by its expansion in terms of LEs, 𝑪𝐿𝐸
𝑎𝑑𝑖𝑎, via the following matrix 

multiplication: 

𝑪𝐿𝐸
𝑎𝑑𝑖𝑎 = 𝑼𝑫𝑬→𝑳𝑬 ∙ 𝑪𝐷𝐸

𝑎𝑑𝑖𝑎   (6) 

Hamiltonian in the diabatic basis. Furthermore, the diabatization scheme in the framework 

of the selected AOS, in line with others available in literature, [36,38,40,74] allows to obtain a 

matrix representation of the Hamiltonian in the diabatic LE basis, 𝑯𝑑𝑖𝑎, via the following 

matrix transformation: 

𝑯𝑑𝑖𝑎 =  𝑪𝐿𝐸
𝑎𝑑𝑖𝑎 ∙ 𝑯𝑎𝑑𝑖𝑎 ∙ 𝑪𝐿𝐸

𝑎𝑑𝑖𝑎𝑡
 (7) 
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We have verified that upon diagonalization of 𝑯𝑑𝑖𝑎 exactly the same adiabatic eigenvalues and 

eigenvectors obtained from the QC calculations are recovered (see also the supplementary 

material).  

 

Figure 2. Workflow for exciton state character analysis and diabatization.  

For aggregates characterized by the presence of symmetry, the simple LE basis may not be the 

most suitable choice to analyze the CT/FE character of adiabatic exciton states. In these cases 

a symmetry-adapted combinations of CT (also known as charge resonances [75]) and FE 

diabatic states are more effective [37,45] and will be used here for the dimer and the trimer of 

PBI. In the following however, if not otherwise stated, the diabatic basis coincides with the set 

of LEs.  

2.2. Construction of a simplified, dimer based, model Hamiltonian mH.  

The elements of the 𝑯𝑑𝑖𝑎  matrix for a dimer (Eq.(7) and Table S1), have been discussed and 

analyzed in several previous studies [36,37,45,69]. If we indicate with 𝒂 and 𝒃 the two 

monomers that define a dimer, the four LEs forming the diabatic basis in the MIOS are the two 

FE 𝒂∗𝒃, 𝒂𝒃∗ states and the two CT 𝒂+𝒃−, 𝒂−𝒃+ states. Specifically, the connection between 

the elements of 𝑯𝑑𝑖𝑎  and the matrix elements of a frontier-orbitals configuration interaction 
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singles, was derived [45,76] according to Slater–Condon (SC) rules [77]. This connection 

allowed to rationalize the magnitude of the elements of 𝑯𝑑𝑖𝑎  by considering the integrals that 

define each matrix element. For molecules equivalent by symmetry, the elements forming the 

𝑯𝑑𝑖𝑎  of a dimer are collected in Table S1 where 𝐸𝐹𝐸 , 𝐸𝐶𝑇 are the energies of FE and CT 

diabatic states, 𝑉𝑒 is the exciton (or Coulomb dominated) long-range interaction, 𝑊 is the 

interaction between CT states and 𝐷𝑒 , 𝐷ℎ are the coupling matrix elements for electron transfer 

(charge transfer integrals) that are widely used to study hole and particle transport. [78–81] 

Here we propose to use the TD-DFT derived 𝑯𝑑𝑖𝑎  matrix elements of dimers characterized by 

different interplanar distances, to build a mH for larger aggregates. For an aggregate formed 

by three or more molecules, the mH represents an approximation of the 𝑯𝑑𝑖𝑎 obtained from 

full-aggregate QC calculations discussed in the previous section but it is expected to provide a 

cheap alternative to analyze energy profiles, character of exciton states and other exciton state 

properties such as the interchange from H- to J- spectroscopic features.   

The elements forming the mH are identified on the basis of the dimers D1, D2, D3, etc. (with 

different interplanar distances) forming the aggregate of n molecules (see Figure 3). By 

partitioning the aggregate in terms of the composing dimers, each element of mH can be related 

to one of the elements of the 𝑯𝑑𝑖𝑎 of the corresponding dimer. The connection can be readily 

determined by considering that each 𝑯𝑑𝑖𝑎 matrix element of the larger aggregate is an integral 

whose expression can also be inferred from SC rules [77], with a straightforward generalization 

of the strategy employed in previous work [45,76] to identify the elements for a dimer.  
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Figure 3. Scheme for the construction of the simplified mH for dimer, trimer and tetramer. 

Thus, to describe the trimer in Figure 3, formed by the three monomers 𝒂, 𝒃, 𝒄, one needs to 

calculate two types of dimers: D1 with the two monomers at short distance and D2 whose 

molecules are located at a distance which is twice as big. The diabatic basis is formed by three 

FE excitations (𝒂∗𝒃𝒄, 𝒂𝒃∗𝒄, 𝒂𝒃𝒄∗ ) and six CT excitations (𝒂+𝒃−𝒄, 𝒂−𝒃+𝒄, 𝒂𝒃+𝒄−, 𝒂𝒃−𝒄+, 

𝒂+𝒃𝒄−, 𝒂−𝒃𝒄+ ), four of which labelled as CT1 (corresponding to short-distance dimers D1) 

and the last two labelled as CT2  (corresponding to the large-distance dimer D2). The resulting 

mH matrix is shown in Figure 4, whose elements are labelled according to their counterpart 

taken from the 𝑯𝑑𝑖𝑎 of the composing dimers and the superscript (1) and (2) refer to dimer D1 

and D2, respectively. Some of the mH matrix elements of the trimer (and similarly for larger 

aggregates) do not correspond to any of the 𝑯𝑑𝑖𝑎 elements of D1 or D2. These elements, 

according to SC rules, correspond to integrals that contain differential overlaps and are 

therefore expected to be very small. For this reason, they were approximated to zero in Figure 

4.   

Figure 4: matrix elements of 𝒎𝑯 for a trimer. The color code refers to the two different types 

of dimers D1 and D2 (see Figure 3) used to decompose the trimer aggregate and to establish 

 

mH  a* bc ab* c abc*  a+b-c a-b+c ab+c- ab-c+ a+bc- a-bc+ 

a* bc EFE Ve(1) Ve(2) De
(1) Dh

(1) 0 0 De
(2) Dh

(2) 

ab* c Ve(1) EFE Ve(1) Dh
(1) De

(1) De
(1) Dh

(1) 0 0 

abc*  Ve(2) Ve(1) EFE 0 0 Dh
(1) De

(1) Dh
(2) De

(2) 

a+b-c De
(1) Dh

(1) 0 ECT
(1) W(1) 0 Dh

(2) De
(1) 0 

a-b+c Dh
(1) De

(1) 0 W(1) ECT
(1) De

(2) 0 0 Dh
(1) 

ab+c- 0 De
(1) Dh

(1) 0 De
(2) ECT

(1) W(1) Dh
(1) 0 

ab-c+ 0 Dh
(1) De

(1) Dh
(2) 0 W(1) ECT

(1) 0 De
(1) 

a+bc- De
(2) 0 Dh

(2) De
(1) 0 Dh

(1) 0 ECT
(2) W(2) 

a-bc+ Dh
(2) 0 De

(2) 0 Dh
(1) 0 De

(1) W(2) ECT
(2) 
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the connection between matrix elements of the trimer and those of the 𝑯𝑑𝑖𝑎 of the composing 

dimers. 

2.3. Computational details.  

The PBI monomer structure was the same used in previous investigations on PBI aggregates, 

optimized at the BLYP-D/TZV(P) level of theory. [82] The distance between the planes of 

different monomers was set to 3.4 Å which is a distance used in previous investigations on 

dimers of PBI. The exciton states were computed for the eclipsed aggregates and for 

displacements of 0.5 Å up to 8.0 Å, along the longitudinal translation coordinate (z) (see Figure 

1 and Figure S1). Because the calculations on dimers D2, D3 were used to build the mH of 

trimers and tetramers, note that the longitudinal shifts of sequential configurations were twice 

as big for dimer D2 (i.e. shifts of 1.0 Å up to 16.0 Å) and three times as big for dimers D3 (i.e. 

shifts of 1.5 Å up to 24.0 Å) (See Figure S1).  

Excitation energies were determined with TD-DFT calculations using the ωB97XD 

functional and the 6-31G* basis set. The ωB97XD functional was chosen owing to its reliable 

description of charge transfer states as reported in previous investigations of the PBI 

dimer. [33] All QC calculations were carried out with the Gaussian16 suite of programs. [83]  
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Figure 5. Energy profiles of symmetry-adapted diabatic (sdia, dashed) states and adiabatic 

(adia, solid) states for the dimer of PBI at 3.4 Å.  The adia states result from the CT/FE 

interactions (shown in Figure 6a) between sdia states of the same symmetry. When the 

interactions are large, the adia states are pushed far apart one another. (a) 𝐴𝑔 states and (b) 𝐵𝑢 

states of the dimer at distance 3.4 Å, from TD-ωB97XD/6-31G* calculations.  

3. Results. 

3.1. PBI dimers.  

Previous investigations of excitation energy profiles and CT/FE character of PBI dimers, for 

inter-chromophoric longitudinal shifts, have shown that QC computed exciton states are 

generally strong mixtures of the two types of LEs and the weight of FE and CT characters 

critically depends on the energy difference between diabatic states and their coupling. [33,45] 

The adiabatic energy profiles and CT character of the four exciton states (see Figure S2) from 

the TD-ωB97XD/6-31G* calculations reported here are in line with the above discussed 

results. Interestingly the CT character of the lowest state of 𝐵𝑢 (and 𝐴𝑔) symmetry is lower 

than 50% for all geometries along the longitudinal translation coordinate, in agreement with 

the results of high-level QC calculations. [33,45] The weight of the CT character can be traced 

back to the energy location of symmetry-adapted diabatic (sdia) states, (a more suitable 

diabatic basis in this case, due to the high symmetry of the aggregate) defined by the 

combinations in Table S2. More specifically, the amount of CT character (always < 50% for 

the lowest 𝐵𝑢 and 𝐴𝑔 states) is determined by the energy location of the 𝐸𝐹𝐸
(±) sdia state, 

always below the 𝐸𝐶𝑇
(±) state in the calculations presented here, in agreement with the results 

of reference high-level calculations and in contrast with the results of other long-range 

corrected functionals or CIS. [33,45]  
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The oscillating trend in adiabatic energy profiles (Figure 5) and the corresponding CT 

character (Figure S2), are readily rationalized by the oscillating trend of the interactions 

between CT and FE sdia states. As shown in Table S3, these interactions are proportional to 

the + and – combinations (collected in Figure 6a) of the 𝐷𝑒 and 𝐷ℎ elements, whose dependence 

on the longitudinal translation is also oscillating (Figure S3). The CT/FE interaction competes 

with the exciton coupling in determining the photophysical properties of the aggregate. This is 

the well-known mechanism of CT mediated J-aggregation, [16,17,46] leading to the 

appearance of J-type spectroscopic features for small longitudinal displacements. This 

unconventional behavior, not understood within Kasha’s theory, has been rationalized by the 

presence of CT states creating an effective short-range exciton coupling that can induce J-type 

spectroscopic features. [16,17,45,46,53,71,84,85] The oscillation of the CT/FE interaction 

between sdia states of 𝐵𝑢 symmetry along the longitudinal shift, proportional to the 𝐷𝑒 +

𝐷ℎ profile shown in Figure 6a, determines an interchange of the lowest exciton states of 𝐴𝑔 and 

𝐵𝑢 symmetry in the dimer, for longitudinal shifts in the range of 2-3 Å (see Figure S2a), where  

𝐷𝑒 + 𝐷ℎ    shows a maximum (see Figure 6a). This interaction pushes the adiabatic 1𝐵𝑢 state 

below the 1𝐴𝑔 state (see Figure 5b and Figure S2a) and leads to the well-known switch from 

H- to J-aggregate for the dimer. [16]  

Beside the dimer with monomers at 3.4 Å distance, also dimers with interplanar distances of 

6.8 Å and 10.2 Å were investigated, since the corresponding 𝑯𝒅𝒊𝒂 matrix elements were used 

to build the mH for larger aggregates. For such large interplanar distances, the interactions 

between diabatic states are drastically reduced. This, together with the increased energy of CT 

diabatic states (see the CT1, CT2 and CT3 energy profiles in Figure 6b), leads to adiabatic 

states that keep an almost complete FE or CT character and they are not further discussed here. 
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Figure 6. (a) Magnitude and modulation along the longitudinal translation coordinate, of the 

𝐷𝑒 ± 𝐷ℎ terms, proportional to the interaction between CT/FE symmetry-adapted diabatic 

states of the dimer and trimer (see also Tables S3, S5); (b) Comparison between diabatic energy 

profiles of FE and CT states for the dimer of PBI at distances 3.4 Å (dimer D1 in Figure 3, 

diabatic energies: FE1 and CT1), 6.8 Å (dimer D2 in Figure 3, diabatic energies: FE2 and CT2) 

and 10.2 Å (dimer D3 in Figure 3, diabatic energies: FE3 and CT3). From TD-ωB97XD/6-

31G* calculations.  
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Figure 7. Low lying exciton states of (a) the PBI trimer and (b) the tetramer from full-aggregate 

calculations (solid) and from diagonalization of the mH built from dimer calculations (dashed). 

(c) Transition dipole moment of the lowest energy exciton state of the trimer, from TD-

ωB97XD/6-31G* calculations. (d) Comparison between vertical absorption spectra predicted 

for the trimer (dashed) and the tetramer (solid). Intensity modulation induced by the 

longitudinal shift from 0 Å to 8 Å. Different colours are used to distinguish the spectra 

computed for different displacements.  
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Figure 8. Modulation of the CT character of the 9 exciton states (5 of 𝐵𝑢 and 4 of 𝐴𝑔 symmetry) 

of the PBI trimer and of the 16 exciton states (8 of 𝐵𝑢 and 8 of 𝐴𝑔 symmetry) of the PBI 

tetramer, as a function of the longitudinal displacement.  The 𝐴𝑔 exciton states of the trimer 

are shown in panel (a), those of the tetramer in panel (b).  The 𝐵𝑢 exciton states of the trimer 

are shown in panel (c), those of the tetramer in panel (d). In each panel the CT character of the 

adiabatic states determined from TD-ωB97XD/6-31G* calculations on the full-aggregate 

(solid) and those resulting from diagonalization of the mH (dotted) are compared.  

 

3.2. PBI trimer and tetramer 

For the PBI trimer and tetramer, two sets of results are compared: 1) exciton states 

determined with TD-ωB97XD/6-31G* calculations carried out on the full aggregate, whose 

adiabatic states originated from the MIOS were subject to the diabatization procedure described 
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in section 2.1 to obtain the 𝑯𝒅𝒊𝒂 matrix and the CT/FE character of each state; 2) exciton states 

and CT/FE character determined from diagonalization of the mH matrix, built on the basis of 

TD-ωB97XD/6-31G* calculations carried out on the dimers composing the aggregate as 

discussed in sections 2.2, 2.3.  The excitation energy profiles of the adiabatic states, obtained 

from the two approaches (see Figure 7a,b and Figure S4) are very similar, an indication that 

the mH approach reproduces well the excitation energies of full-aggregate calculations. We 

note that, compared to the dimer, the lowest energy exciton state of the trimer is always 1𝐵𝑢 

and therefore implies a symmetry allowed transition for all longitudinal shifts. However, the 

computed transition dipole moment of the  1𝐵𝑢 state of the trimer (see Figure 7c and Figure S5 

for the transition dipole moments of higher energy 𝐵𝑢 states) switches from very low values 

typical of an H-aggregate (in the interval 0.0 Å - 1.5 Å and 6.5 Å - 8.0 Å) to larger values 

typical of J-aggregates (in the interval 2.0 Å -3.5 Å and 4.0 Å to 6.0 Å) thereby determining an 

interchange of H- and J- spectroscopic features very similar to the well-established predictions 

for a PBI dimer. [16,17,45,46,53,71,84,85] For the tetramer the situation is much closer to the 

dimer, since the lowest energy exciton state (Figure 7b) switches from 𝐴𝑔 to 𝐵𝑢 and drives an 

interchange of H-/J-/H-/J-aggregate character as in the dimer. In summary, both trimer and 

tetramer display the typical switch to J-aggregation for small longitudinal shifts followed by 

further H-/J- interchanges and, accordingly, they display a very similar modulation of 

computed vertical absorption spectra along the longitudinal translation (see Figure 7d).  

Figure 8 compares the CT character determined by the two approaches, for the nine (five of 

 𝐵𝑢 and four of  𝐴𝑔 symmetry) and sixteen (eight of  𝐵𝑢 and eight of  𝐴𝑔 symmetry) adiabatic 

states resulting by excitations within the MIOS for the trimer and tetramer, respectively. The 

differences are slightly more significant compared to those observed in the energy profiles, but 

do not affect substantially the character of a given exciton state, whose dominant CT or FE 

character remains the same for both approaches. The similar character description is clearly 
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seen in Figure 9 for the eclipsed 0.0 Å configuration of both aggregates, and in Figures S6 for 

additional geometric configurations taken along the longitudinal translation. The profiles of the 

𝑯𝒅𝒊𝒂 and mH diagonal and off-diagonal matrix elements of the trimer, collected in Figure 10 

and Figure S7, allow to critically assess the more approximate mH. The first difference 

between the 𝑯𝒅𝒊𝒂 and mH concerns the diabatic energy profiles of the three EFE terms that, for 

mH, are chosen to be identical to those computed for the dimer D1, according to the definition 

in Figure 4. In contrast, two slightly different energy profiles are extracted from 𝑯𝒅𝒊𝒂, one 

corresponding to the energy of the FE diabatic states centered on monomer 𝒃, labelled FEb and 

the second corresponding to the two degenerate FE diabatic states centered on the terminal 

monomers 𝒂 and 𝒄 (FEa and FEc). While the latter are very similar to the EFE extracted from 

D1 calculations, the former is slightly lower, as a result of the different chemical environment 

of terminal and central monomers, a distinction which is missing in building the mH. Similarly, 

only one energy profile for CT diabatic states involving monomers 3.4 Å apart (CT1) or 6.4 Å 

apart (CT2) is used to build mH, (see Figure 4) while two slightly different energy profiles for 

CT1 diabatic states are extracted from the 𝑯𝒅𝒊𝒂 matrix determined by diabatization of full-

aggregate calculations. It should be noted that the additional differences between the CT energy 

profiles obtained from 𝑯𝒅𝒊𝒂 and mH in the regions 1-2 Å and 4-5 Å are likely to be due to the 

additional number of adiabatic states generated by full-aggregate TD-DFT calculations, 

beyond those selected within the MIOS. Concerning off-diagonal matrix elements, in Figure 

10b we compare the 𝑉𝑒
(1)

 and 𝑉𝑒
(2)

 interactions extracted from the mH matrices (see Figure 4) 

with the corresponding elements in the 𝑯𝒅𝒊𝒂 matrices, while in Figure S7 we collect the 

comparison for  𝐷𝑒
(1,2)

/𝐷ℎ
(1,2)

 elements. The differences between full-aggregate calculations 

and the dimer approach are acceptably small for both 𝑉𝑒
(1,2)

 and 𝐷𝑒
(1,2)

/𝐷ℎ
(1,2)

 elements. The 

largest discrepancy is determined for the matrix elements identified as 𝐷𝑒
(2)

/𝐷ℎ
(2)

in mH (Figure 

4) which are underestimated compared to the corresponding elements extracted from 𝑯𝒅𝒊𝒂. 
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Interestingly, for this aggregate the presence of the molecule in between the two distant 

monomers (in full-aggregate calculations) does not screen these interaction terms, which are 

larger than those introduced in building the mH, possibly as a result of indirect interactions 

mediated by the central molecule which is missing in the mH approach. 

These differences, in all cases, are not large but, together with other similar approximations in 

the off-diagonal elements of mH, account for the small discrepancies above discussed, some 

of which could be corrected by building the elements of mH from non-symmetric dimer 

calculations or taking advantage of solvent effects [56,86] to simulate the embedding of 

internal monomers. 

Finally, we note that interactions (𝑉𝑒
(2)

) between FE diabatic states that are not near-neighbors 

are not negligible, which suggests that for the aggregates investigated in this work it would not 

be appropriate to approximate the interaction terms only to near neighbors. 

 

Figure 9. The CT/FE character of exciton states: results for (left) PBI trimer and (right) PBI 

tetramer: (a, c) from full-aggregate (G16 label) TD-ωB97XD/6-31G* calculations and (b, d) 

from mH. The longitudinal displacement is 0.0 Å.  
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Figure 10. (a) Comparison between FE/CT diabatic state energy profiles for the trimer of PBI 

from (solid) 𝑯𝒅𝒊𝒂 and (dashed) mH. The energies of the three FE (neutral) diabatic states 

extracted from 𝑯𝒅𝒊𝒂 are not identical and are identified by a subscript letter indicating the 

monomer to which they correspond. Similarly, the energies of the four CT1 diabatic states 

extracted from 𝑯𝒅𝒊𝒂 are not identical and each diabatic state is identified by subscript letters 

indicating the pair of monomers to which the charge transfer refers. (b) Comparison between 

diabatic state interactions (𝑉𝑒
(1)

 and 𝑉𝑒
(2)

elements, see Figure 4) from (dashed) mH and (solid) 

the corresponding elements extracted from 𝑯𝒅𝒊𝒂.   

To analyze the energy profiles of the adiabatic states in more detail and to identify the origin 

of CT mediated J-/H-aggregation [16,17,46] along the longitudinal translation coordinate, we 

expanded the exciton-state wfs of the trimer in terms of a set of symmetry-adapted diabatic 

functions defined by the linear combinations collected in Table S4. The mH off-diagonal 

matrix elements (FE/CT interactions), in the basis of the new sdia functions, (see Tables S5-

S6) result to be proportional to the ± combinations of the 𝐷𝑒/𝐷ℎ charge transfer integrals (see 

Figure 6a) as already seen for the dimer. Therefore, they display the same oscillatory profiles 

along the longitudinal translation shift which confers varying sdia contributions to each 

adiabatic state of the trimer. The modulation of the wf composition (in terms of sdia) can be 

appreciated in Figure 11, where the square coefficients of the FE/CT sdia contributions to the 
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adiabatic 1𝐵𝑢 state are reported along the longitudinal translation coordinate. The 1𝐵𝑢 wf is 

dominated by the sdia 𝐶𝑇1−+, 𝐹𝐸−+ (see Table S4 for the labelling) in the range of 0.0 – 1.5 

Å shifts but switches abruptly to the 𝐶𝑇1++, 𝐹𝐸++ pair in the interval 2.0-3.0 Å, then it 

switches back to the pair 𝐶𝑇1−+, 𝐹𝐸−+ in the range 4.0-6.0 Å and finally it reverts to the pair 

𝐶𝑇1++, 𝐹𝐸++ from 6.5 to 8.0 Å. Interestingly, similarly to the dimer, [33,45] the CT character 

of the 1𝐵𝑢 state is lower than 50% for the entire set of translational configurations and the 

contribution of the 𝐹𝐸++ sdia function, in which the monomer transition dipole moments sum 

up, matches almost perfectly the evolution of the TD-ωB97XD/6-31G* computed transition 

dipole moment in Figure 7c. The role of CT-mediation in changing the H- to J- character of the 

trimer, when moving from 1.5 Å to 2.0 Å and from 6.0 to 6.5 Å longitudinal shifts, (Figure 7a) 

can be traced back to the wf composition of the 1𝐵𝑢 state switching from the pair of 𝐶𝑇1−+, 

𝐹𝐸−+ to the pair of 𝐶𝑇1++ , 𝐹𝐸++ functions (see Figure 11). In particular, the interchange of 

𝐹𝐸−+ and 𝐹𝐸++ contributions to the wf  is reflected in the change from H- to J- spectroscopic 

character and it is directly driven by the modulation of CT/FE interactions. Similarly, the 

varying sdia composition of the 1𝐵𝑢 adiabatic state is reflected in its energy profile (see Figure 

S8 where sdia energy profiles are also shown), whose trend is determined by the oscillating 

magnitude of the interactions between CT/FE sdia pairs along the longitudinal shift. A similar 

effect is clearly seen also for the pair of 1𝐴𝑔 − 3𝐴𝑔 adiabatic states of the trimer (see Figure 

8a and Figure S8) whose energy profiles, modulated by the CT/FE sdia interactions, are almost 

specular with respect to those of the sdia states (𝐹𝐸−, 𝐶𝑇1−−, 𝐶𝑇1+−) dominating the two 

eigenstates. For the same reason, the wf compositions of the 1𝐴𝑔 − 3𝐴𝑔 adiabatic states are 

almost complementary for each geometrical configuration along the longitudinal shift (Figure 

S9). 
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Figure 11. The wf composition of the adiabatic lowest exciton state (1𝐵𝑢) of PBI trimer, in 

terms of the symmetry-adapted diabatic states defined in Table S4.  

Concluding remarks.  

Studying the effect of interchromophore rearrangements on exciton states of large aggregates 

may become an unaffordable task because of the high computational cost. To overcome this 

problem, in this work we have proposed to build a mH for large aggregates, based on QC 

calculations limited to the composing dimers. An exciton character analysis procedure is 

applied to the dimers and is used to generate the Hamiltonian representation 𝑯𝒅𝒊𝒂 on a diabatic 

basis chosen to coincide with the LEs built within a minimal monomer orbital space. The 

elements of 𝑯𝒅𝒊𝒂 obtained from the dimers that compose larger aggregates, are then used to 

build the mH whose diagonalization provides excitation energies and CT/FE exciton state 

character. The procedure is applied to trimers and tetramers of PBI for a series of geometrical 

configurations along the longitudinal translation coordinate, using TD-ωB97XD/6-31G* for 

the dimer calculations. To assess the quality of the cost-effective approach, we have also 

obtained the exciton states of the same systems from full-aggregate TD-ωB97XD/6-31G* 

calculations and analyzed their CT/FE character with the same diabatization protocol used for 

the dimers.  
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The comparison between the two approaches indicates limited deviations of the less expensive 

mH approach that can be ascribed to the approximations used to define the mH matrix 

elements. In all cases, the quality of the full-aggregate TD-ωB97XD/6-31G* calculations is 

retained at the mH level, not only for adiabatic excitation energies but also as regard the 

dominant CT/FE character of each eigenstate. In addition, along the longitudinal translation 

coordinate, both approaches predict an interchange of the H-/J- spectroscopic character for 

trimer and tetramer in agreement with the well-established interchange determined for dimers 

of PBI.  

The simple form of the mH matrix elements has allowed to analyze in more detail the sequential 

change of the H-/J- character of the investigated PBI aggregates. The analysis in terms of a 

suitable symmetry-adapted diabatic basis, shows indeed that the most relevant CT/FE 

interactions are proportional to the combinations 𝐷𝑒 ± 𝐷ℎ of charge transfer integrals, not only 

for the dimer but also for the trimer. The modulation of these interactions along the longitudinal 

translation coordinate allows to rationalize, for the trimer, the abrupt change in wf composition 

of the lowest energy adiabatic exciton state which, in turn, triggers the H- to J- character change 

for small longitudinal shifts. The analysis of adiabatic states in terms of symmetry-adapted 

diabatic states discloses therefore the role of CT-mediation governing the H-/J- character 

interchange along the longitudinal translation. 

Summarizing, the mH approach proposed in this work, based on dimer calculations, can be 

considered a suitable alternative for the study of large chromophore aggregates since it provides 

results comparable to full-aggregate calculations at a fraction of the cost, meanwhile enabling 

a simple rationalization of the CT contribution to the photophysical character of the aggregate. 

DATA AVAILABILITY  
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The data that supports the findings of this study are available within the article [and its 

supplementary material]. 
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diabatic basis and mH matrix elements on these bases and figures including details on the 
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