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Abstract—The Industrial Internet of Things (IIoT) provides
automation solutions for industrial processes through the inter-
connection of different sensors, actuators and robotic devices
to the Internet, enabling for the automation of manufacturing
processes through Factory Automation. However, IIoT processes
are often critical, and require very high Quality of Service (QoS)
to work properly; as well as network scalability and flexibility.
Fog computing, a paradigm that brings computation and storage
devices closer to the edge of the network to enhance QoS; as
well as Software-Defined Networking (SDN), which enables for
network scalability and flexibility through the decoupling of the
data and control planes, can be integrated into IIoT architectures
in the form of fog nodes that integrate both, computation
resources and SDN capabilities, to meet these needs. However,
the QoS of the IIoT system depends on the placement of these
fog nodes, creating a need to obtain placements that optimize
QoS in order to meet the requirements. In this paper, this fog
node placement problem is formalized and solved by means of
Mixed Integer Programming. We also show relevant experimental
results of our formulation and analyze its performance.

I. INTRODUCTION

With the rise of the Internet of Things (IoT) in recent
years, the interest on integrating Internet-connected devices
into industry to simplify and automate industrial processes has
also been increasing, leading to the creation of the Industrial
Internet of Things (IIoT) [1]. Some of these IIoT applications,
such as Factory Automation (FA), aim at fully automating
manufacturing processes. However, IIoT applications such as
FA are characterized by having very strict requirements for
their Quality of Service (QoS), such as cycle times of 1
millisecond [1].

These QoS requirements call for architectures that are spe-
cifically built to support them. Currently, the cloud computing
paradigm is extensively used in other IoT fields. However,
meeting the strict QoS of critical IIoT applications such as
FA can be complicated due to the physical distance between
cloud servers and IIoT devices. This has brought paradigms
such as fog computing, which brings computation and storage
resources closer to IIoT devices, to the scene. Fog computing
can be an important enabler for critical IIoT applications [2],
mainly to meet response time requirements. Since these fog
nodes are closer to end users, data has to go through shorter
paths, and thus, it takes less time to transmit.

Another key aspect on IIoT is scalability. In order to
support FA, the network needs to account for scalability and
flexibility, while still delivering a high enough QoS to meet

its requirements [1]. In this respect, the Software-Defined
Networking (SDN) paradigm provides a decoupling between
the data and the control planes, which enables high flexibility
and scalability in these networks and can play a critical role
in IIoT [1], [3].

It is because of this that architectures that combine both fog
computing and SDN are a key enabler for IIoT, allowing to
meet the stringent QoS requirements of FA while delivering
flexibility and scalability. In [4], some of the authors of
this work presented a proposal for a self-adaptive framework
that combines both fog and SDN aimed at IIoT, as well
as for a specific Fog Node (FN) for the architecture. The
FN includes an SDN switch and a virtualization platform
to provide IIoT services. The FN is designed to host IIoT
services for applications such as FA to meet its stringent
QoS requirements, and thus allows for an integration of fog
computing and SDN aimed at IIoT QoS-strict applications.

However, as also tested in [4], the placement of this FN
impacts on the QoS of the architecture. While these tests are
limited to two scenarios, i.e. deploying the FN in the local
network and deploying it in a remote network, it sets the
idea that the placement of the FN can affect the QoS of IIoT
applications. Therefore, if these IIoT applications have strict
QoS requirements, such as FA, it is key to place the FN in
such a way that QoS is optimized. Otherwise, the possibility
of using QoS-strict IIoT applications could be at risk.

While optimizing the placement is a way to optimize QoS,
it is not always possible to make the distance between a single
FN and IIoT devices short enough to meet the QoS needs of
FA. In these cases, the placement of more than one FN has to
be optimized. Moreover, there is also a need to optimize the
routes between FNs and IIoT devices, so that each IIoT device
consumes the services of the FN that provides the best QoS to
it. These routes can then be implemented in the network using
SDN, allowing for a transparent solution for FA and other IIoT
applications [3]. The problem of placing a certain number of
FNs optimally in the network, finding which FNs provide the
best QoS to which IIoT devices and finding the optimal routes
between those, so that QoS is maximized, is what we label
the Fog Node Placement Problem (FNPP). In this work, we
provide a solution for the FNPP that, when applied on a certain
architecture, is able to find all these results.

The main contributions of this paper are:
• The formalization of the FNPP.



• The formulation of the solution to the FNPP using Mixed
Integer Programming (MIP).

• An analysis of the results of applying the solution to
architectures under different circumstances.

The remainder of this paper is structured as follows. Section
II motivates the FNPP. Section III explains the system model
we will use in the FNPP. Section IV includes the problem
formulation as a MIP optimization problem in order to find its
solution. Section V presents details of our test environment and
experimental results. Finally, section VI concludes the paper.

II. MOTIVATION

The FNPP is mainly motivated by IIoT applications that
have very stringent QoS requirements, such as FA. In these
applications, functionality is inherently related to QoS, and
the QoS to meet is very strict, e.g. 1 ms response time [1]. To
this respect, it is crucial to minimize response time in order
to meet this requirement.

There are two methods to improve response time of a
system, either the computing QoS (i.e. execution time) or the
networking QoS (i.e. latency) have to be improved [5]. Fog
computing provides a solution that enables for both, bringing
computation resources closer to IIoT devices to provide them
with services that require very low latency [2]. Moreover,
the SDN paradigm provides scalability and flexibility to the
network, two key requirements of FA [1]. Therefore, SDN and
fog computing should be integrated in IIoT scenarios to meet
the needs of FA.

The proposal in [4], namely the FN, enables for the in-
tegration of fog computing and SDN, while being designed
specifically for IIoT. FNs can therefore meet both necessities
of FA, by providing IIoT services close to the IIoT devices that
consume them as well as enabling for a flexible and scalable
network by including an SDN switch. However, the placement
of FNs is key for the QoS of the IIoT services they host, with
a sub-optimal placement being able to put the feasibility of a
FA system at risk, i.e. the solution to the FNPP is key to meet
the QoS needs of FA.

Although the need for QoS, flexibility and scalability of FA
systems and similar IIoT applications, manifested in the form
of a need for fog computing and SDN, can be solved by using
FNs; this creates a need for optimizing their placement. This is
the need that mainly motivates this paper. Therefore, the main
goal of this paper is to provide a solution to the FNPP in
form of a MIP formulation to optimally assess the placement
of FNs in a specific IIoT scenario.

To the best of our knowledge, no prior works tackle the
problem of placing a set of fog nodes in such a way so
that QoS is optimized. However, both the optimization of
QoS through the placement of equipment and the optimization
of fog infrastructures in different ways are currently active
research topics [6]–[8].

On the one hand, different works have conducted research
on optimizing the placement of a SDN controller to optimize
the QoS of a network [6]. On the other hand, optimization of
QoS in fog infrastructures is an open topic in research. [7]

proposes an optimization based on a placement of services in
fog infrastructures that violates QoS requirements as least as
possible. [8] optimizes QoS by finding the optimal node in a
fog infrastructure to execute a certain service dynamically and
to integrate these optimal solutions with a SDN controller so
they are applied transparently.

The main differences between the works presented and this
work are mainly related to their focus. The works related to
SDN controllers aim at optimizing the QoS of the network, as
opposed to optimizing the QoS of IIoT applications instead.
On the other hand, related works on the optimization of
fog infrastructures are focused on placing services in an
infrastructure of already placed FNs, not at placing the FNs
themselves.

III. SYSTEM MODEL

In this section, the FNPP is explained in detail with an
example model. For this model, a FA IIoT application for
automated welding will be considered. In this application, each
smart welder constantly senses the item in front of it. If it is a
piece of metal, it notifies an smart welding service to retrieve
a command on how to weld it. In this particular example,
the system is comprised of four smart welders and four SDN
switches, connected in a topology as shown in Figure 1.

Figure 1. Example system model.

Since the smart welders have to quickly perform cycles in
which they sense metal, send the information to the service
and retrieve commands, the smart welding service runs on a
FN to meet its strict latency requirements. This FN contains a
SDN switch while also hosting IIoT services, in this case, the
smart welding service. Therefore, one of the SDN switches
shown in Figure 1 should be replaced by a FN. However, any
of the shown switches could potentially be replaced by a FN.
To meet the strict latency requirement, the FN cannot be more
than one hop away from a smart welder. Therefore, there is a
need to solve the FNPP in order to meet the requirement.

If switch 1 were to be replaced by a FN, A, B and C would
meet the requirement. D, however, would be two hops away,
and thus, it would not meet the requirement. Similar results are
obtained if the FN replaces switches 2 or 4. If it were to replace
switch 3, however, it would be possible to meet the latency
constraint, given that A would not route through switch 2.
Therefore, it is needed to obtain the optimal placement for the
FN and the optimal routes to be followed by the traffic of every



smart welder in order to meet the stringent QoS requirement
that has been set.

Another approach could be replacing two switches by FNs
instead. In that case, some smart welders would consume the
service from one FN, while the rest of smart welders would
consume it from the other one. In that case, if one of the FNs
is placed on switch 3 and another one is placed on switch 1,
D should consume the service from the FN on switch 3. If
it were to consume it from switch 1, even with an optimal
route, it would be two hops away. Therefore, when multiple
FNs are considered, not only the placement of the FNs and
the routes followed by the traffic are important, the mapping
between IIoT devices and FNs is too.

While the FNPP can be solved manually in small cases
like these, scalability is crucial in IIoT [1]. When these
architectures grow, testing every single placement, route and
mapping manually can become unbearable in terms of time.

IV. PROBLEM FORMULATION

In order to solve the FNPP in larger architectures, we
present a formulation using MIP, that can be used with
automatic MIP solvers to solve the FNPP.

To define the FNPP, the network topology is represented as
a directed graph G = {V,L}, where V are the vertices and
L are the links. A link lij ∈ L; i 6= j; i, j ∈ V links together
vertices i and j. Let Cij be the capacity of the link lij , so that
Cij = 0∀lij /∈ L.

We also make certain assumptions on the network topology.
Namely, we assume that:
• The vertices are either SDN switches or IIoT devices.
• The amount of SDN switches that should be replaced by

FNs is given as input, and should be 1 or greater.
• All FNs have the same capacity.
• The combined capacity of all FNs is enough to deal at

least with all the traffic in the network, and each FN has
enough capacity to deal at least with the traffic from a
single host.

With these assumptions in mind, let H ∈ V be the set of
vertices that are hosts and S ∈ N be the set of vertices that are
switches. Thus, V = H ∪ S and H ∩ S = ∅. S will therefore
be the set of possible placements for FNs. Similarly, every
host h ∈ H generates an amount of traffic φh ≥ 0 that has
to be processed by its mapped FN. A FN has the capacity to
process up to α traffic per unit of time.

Let P (i, j) = {L′, V ′} be the shortest path from vertex
i to vertex j, which traverses vertices V ′ and links L′, so
that L′ ⊆ L;V ′ ⊆ V . Let D(P (i, j)) = |V ′| − 1 be the
amount of vertices traversed in path P (i, j) (e.g. a path that
directly connects i with j would have D(P (i, j)) = 1). Let
each link have a propagation latency of βlij ≥ 0 and every
switch have a processing latency of βS ≥ 0. Let L(i, j) =∑

lab∈L′ βlab
+ (D(P (i, j))− 1)βS be the latency of sending

traffic from vertex i to vertex j.
Let θ be the upper limit for the number of FNs to be placed.

Concerning the set of variables, let Xi, i ∈ V be a binary
variable that will be 1 if a FN is placed on vertex i and let

Yij , i, j ∈ V be a binary variable that will be 1 if vertex i
is mapped to the FN placed in j. Finally, let fhij be a binary
variable that will be 1 if the traffic generated by h is routed
through the link lij .

The set of notations is summarized in Table I.

Parameter Meaning
G Graph that represents the network
L Set of links of the network
V Set of vertices of the network
H Set of hosts (i.e. IIoT devices) of the network
S Set of SDN switches of the network
Cij Capacity of link lij
φh Traffic generated by host h
α Maximum traffic that can be processed by a FN per unit

of time
P (i, j) Shortest path from vertex i to vertex j
βlij Propagation latency of link lij
βS Processing latency of a SDN switch

L(i, j) Latency of traffic sent from vertex i to vertex j
θ Maximum number of FNs to be placed

Variable Meaning
Xi Boolean to determine if a FN is placed in vertex i
Yij Boolean to determine if vertex i is mapped to the FN

located in vertex j
fhij Boolean to determine if traffic generated by host h is routed

through link lij
Table I

LIST OF NOTATIONS

Then, the FNPP solution can be formulated as follows:

min
∑
i∈V

∑
j∈V

L(i, j)Yij (1)

subject to:

i ∈ V, h ∈ H :
∑
j∈V

fhij − fhji =

{
1 if i = h

−Yhi otherwise.
(2)

∀lij ∈ L :
∑
h∈H

fhijφh ≤ Cij (3)

∑
i∈V

Xi ≤ θ (4)

∀i ∈ V :
∑
h∈H

φhYhi ≤ αXi (5)

∀h ∈ H :
∑
i∈V

Yhi = 1 (6)

∀s ∈ S :
∑
i∈V

Ysi = 0 (7)

∀h ∈ H : Xh = 0 (8)

∀i, j ∈ V, h ∈ H, li′j′ ∈ L : Xi, Yij , f
h
i′j′ ∈ {0, 1} (9)

Equation 1 expresses the optimization objective, i.e. to
minimize the sum of the latencies from each host to its mapped
FN. Equation 2 represents an adaptation of the classical flow



conservation constraint to this scenario, while Equation 3
constrains the total traffic routed by a link to be less than
its capacity. Equation 4 constrains the number of FNs: there
must not be more than θ. Equation 5 controls the capacity of a
FN, so the amount of traffic directed to that FN is never more
that it can handle. Equations 6 and 7 will make sure that a host
is mapped to exactly one FN and that switches are mapped to
no FNs. Finally, Equation 8 assures no FNs will be set up on
host vertices. Equation 9 simply makes these variables binary.

This mathematical formulation represents the FNPP, allow-
ing it to be sovled in different network topologies with differ-
ent characteristics for the FN or the IIoT devices, providing
the optimal placement, routes and mapping to meet the strict
latency requirements of IIoT applications such as FA.

V. PERFORMANCE EVALUATION

In this section, a performance evaluation of our solution to
the FNPP to analyze its performance under different circum-
stances is presented. Analyses of latency varying the number
of FNs placed, traffic, number of hosts in the network and
the criteria used to place FNs have been performed to test the
latency reduction of our formulation. Analyses of link load
varying the amount of hosts in the network have also been
performed to test its impact.

A. Evaluation environment

The formulation has been evaluated in four different topo-
logies to analyze scalability and execution time. Namely, we
have used small (12 switches, 15 links), medium (17 switches,
26 links), large (22 switches, 36 links), and extra-large (50
switches, 88 links) SDN topologies, generated synthetically.

We have considered different parameters for these simula-
tions. Parameter α is the capacity of the FN in Mbps. Since
different topologies have different amounts of traffic, and thus
require different values for α, the comparisons for multiple
topologies have considered α expressed as a percentage of the
total traffic in the network instead of in Mbps. It is important
to keep in mind that not every value for α is valid, since there
must be enough overall capacity to process all the traffic on
the network, as well as to have enough capacity on a FN to,
at least, process all the traffic coming from a single node, as
Equation 10 shows.

α ≥ max(max(φh∀h ∈ H),
sumh∈Hφh

θ
) (10)

Parameter βS is the processing latency of a SDN switch
in milliseconds. We have considered three values for it,
concretely βS ∈ {0.15, 0.76, 2.21}, retrieved from [9].

In order to evaluate the impact of the number of FNs to
be placed in the network and the amount of hosts, the θ
parameter as described in Section IV and a γ parameter that
sets the amount of hosts per switch have been considered. The
traffic on the network does not change regardless of γ, and is
thus divided equally between the hosts of each switch. Traffic
analyses have been performed by multiplying this traffic by
factors between 0.5 and 1.0.

B. Performance analysis

The first analysis that is proposed aims at evaluating the
average latency on the medium topology varying θ and γ,
while each fog node can process all the traffic in the network,
as Figure 2 shows. When θ increases, latency lowers in a
negative log likelihood. This is because, when more FNs are
placed, they can generally be closer to their mapped hosts,
thus reducing latency, until they reach the switch they use to
access the network. Once there, it is not possible to place FNs
any closer. Therefore, the latency decrease is very significant
when θ is low and FNs are in intermediate positions. However,
it gets less steep as θ increases and FNs are closer to hosts,
thus the negative log likelihood. As for the number of hosts
per switch, it slightly influences latency, and its influence is
not greatly affected by θ.
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Figure 2. Average latency vs θ in medium topology.

The second analysis aims at evaluating the average latency
on the medium topology varying the traffic load, as Figure
3 shows. In this analysis, the values for FN capacity and
θ have been experimentally established in such a way that
FNs are stressed when traffic rises. As we can see, when the
network is not heavily loaded (i.e. traffic scaling between 0.5
and 0.9), latency is stable. However, in stress situations (i.e.
traffic scaling of 1,0), there is a latency spike. This is because
some areas produce more traffic than others, and thus, once the
closest FN to the area is at its full capacity, the remaining hosts
in that area have to be mapped to a FN in another area, and
thus, further away, increasing the latency for these hosts. The
main difference γ makes is about mapping few IIoT devices
with high resource requirements or many IIoT devices with
low resource requirements, which influences how many hosts
have to be mapped to other areas and how they are mapped.

Figure 4 the average latency on the medium topology as
a function of α. The objective of this analysis is to evaluate
the average latency varying the FN capacity. It is clear that
the number of hosts per switch affects the effects of α: the
higher γ is, as long as it is larger than 1, the less steep the
latency reduction is. On the other hand, it is also shown that
a higher α generally improves latency. This is because of the
effect commented earlier: a higher α makes each area be less
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Figure 3. Average latency vs traffic in medium topology.

overloaded with traffic, and thus, it makes the hosts in said
area able to direct all their traffic to the FN in their area. The
higher α is, the less traffic has to be directed to FNs in areas
further away. However, each host can only direct its traffic to
a single FN, hence, γ > 1 improves this effect, as different
hosts can be mapped to different FNs. It can also be seen that
lower γ values have a lower latency with low values of α
but a higher latency with high values of α, compared to other
values of γ.
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Figure 4. Average latency vs α in medium.

In order to evaluate the scalability of our proposal, the next
analysis evaluates the link load in different topologies. Figures
5, 6 and 7 show the empirical CDF of the link load in different
topologies. The size of the topology and the number of hosts
per switch are both key to this respect. In general, it can be
seen that the links of larger topologies are less loaded than
those of smaller topologies. These patterns are also replicated
when considering γ: a higher γ makes the CDF steeper. γ also
has a major role on the number of unused links: a lower γ
leaves more links unused. One of the main reasons for this
is that a higher γ adds an additional link for each host, that
will always be used. Thus, these additional links make the
proportion of overall unused links lower.

Figure 8 shows a comparison between choosing the place-
ment of the FNs by using different graph theory-based tech-

niques and choosing the placement by using the formulation
proposed in Section IV, labeled as Optimal. In all of the
cases, the host-FN mapping and the traffic routing were
performed by means of the formulation in order to minimize
latency. As Figure 8 shows, the minimum latency achieved by
each technique is quite different when θ = 1. However, the
performance gap shrinks when θ is larger. In any case, placing
the FNs in the nodes with the highest betweenness centrality
gives the best results out of the three techniques. Nonetheless,
there is a large performance gap between using any of these
techniques and using the proposed formulation, although it
shrinks when θ is large enough. This is because, when θ is
larger, more FNs can be placed, and thus, it is more likely to
place FNs at their optimal placements.

Finally, Tables II and III show the results of an analysis to
evaluate the scalability of our solution on large networks based
on the mean execution time of the simulations that considered
our formulation. The results for the medium topology can be
seen in Table II. In the medium topology, the MIP solver
usually takes more time to solve the problem when θ = 2,
while it usually manages to keep similar times in the rest
of cases, taking into account that γ is the most important
parameter that influences execution time, since more hosts per
switch means an overall larger topology, and, as it can be
seen in Table III, the size of the topology is a key parameter
on execution time. As for the times themselves, the worst
time is for solving the FNPP in the medium topology with
γ = 8, θ = 5 takes roughly over 3 minutes. On the other hand,
in smaller topologies, such as the small or medium topology
with γ = 1, the FNPP can be solved in about one second. In
the middle ground, it takes roughly 25 seconds to solve the
FNPP in the extra-large topology.

Table II
AVERAGE EXECUTION TIMES OF THE SIMULATIONS IN MEDIUM

TOPOLOGY

γ θ Time (s)

1

1 0.708
2 1.680
3 0.878
4 0.830
5 1.139
6 0.953

2

1 3.490
2 7.582
3 3.017
4 2.996
5 3.584
6 2.906

γ θ Time (s)

5

1 36.069
2 35.239
3 30.325
4 30.320
5 32.957
6 31.205

8

1 136.489
2 143.020
3 138.938
4 128.652
5 189.306
6 135.589

Table III
AVERAGE EXECUTION TIMES OF THE SIMULATIONS IN DIFFERENT

TOPOLOGIES

Topology |V | |L| Time (s)
Small 24 27 0.810

Medium 34 43 1.912
Large 44 58 1.902

Extra-large 100 138 25.100



0 20 40 60 80 100
Link load (%)

0.0

0.2

0.4

0.6

0.8

1.0

CD
F(
Lin

k 
lo
ad

)

γ=1
γ=2
γ=5

Figure 5. Empirical CDF of link load in small
topology.
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Figure 6. Empirical CDF of link load in
medium topology.
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Figure 7. Empirical CDF of link load in large
topology.
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Figure 8. Average latency using different solutions in medium topology.

In the IIoT domain, these results show that a high amount
of FNs is crucial to minimize latency, and that assessing their
placement, mapping and routing by using our proposal can
further minimize this latency. By repeatedly solving the FNPP
and installing its routes and mappings on the SDN controller,
it is possible to adapt the placement over time to minimize
latency, all while being transparent to the IIoT devices.

VI. CONCLUSIONS

In this paper, we have introduced, formulated and proposed
a solution for the problem of placing one or more fog nodes to
optimize the latency of IIoT applications, i.e. a solution for the
FNPP. Furthermore, we have tested the solution formulation
on different network topologies with different parameters and
we have analyzed the effects of these parameters in network
latency. We have also tested the scalability of our solution in
different circumstances.

Our formulation is able to optimize the placement and
mapping of FNs, as well as to optimize the routing of the
traffic that each node offloads to its fog node in tractable
time. Therefore, it is possible to use the proposed solution
over time, thus adapting FN placement, mapping and routing
to fit dynamicity. The speed of these adaptations is dominated
by execution time, and thus, it is not possible to adapt the
placement, mapping and routing in larger networks in less
than a few minutes.

In the future, we expect to analyze the impact of adding FNs
in terms of cost, as well as to develop heuristics to improve
scalability and execution time, so this problem can be solved
in a shorter time in large networks, and thus its adaptation time
can be shortened. We also expect to evaluate the performance
of our formulation and these heuristics in real or emulated
network test-beds.
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