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Abstract

Laminar-to-turbulent flow transition in microchannels can be useful to enhance mixing and heat transfer in microsystems. Typically, the small characteristic dimensions of these devices hinder in attaining higher Reynolds numbers to limit the total pressure drop. This is true especially in the presence of a liquid as a working medium. On the contrary, due to lower density, Reynolds number larger than 2000 can be easily reached for gas microflows with an acceptable pressure drop. Since microchannels are used as elementary building blocks of micro heat exchangers and micro heat-sinks, it is essential to predict under which conditions, the laminar-to-turbulent flow transition inside such geometries can be expected. In this paper, experimental validation of a two equations transitional turbulence model, capable of predicting the laminar-to-turbulent flow transition for internal flows as proposed by [Abraham et al. 2008], is presented for the first time for microchannels. This is done by employing microchannels in which Nitrogen gas is used as a working fluid. Two different cross-sections namely circular and rectangular are utilized for numerical and experimental investigations. The inlet mass flow rate of the gas is varied to cover all the flow regimes from laminar to fully turbulent flow. Pressure loss experiments are performed for both cross-sectional geometries and friction factor results from experiments and numerical simulations are compared. From the analysis of the friction factor as a function of the Reynolds number, the critical value of the Reynolds number linked to the laminar-to-turbulent transition has been deter-
mined. The experimental and numerical critical Reynolds number for all the tested microchannels showed a maximum deviation of less than 12%. These results demonstrate that the transitional turbulence model proposed by Abraham et al. [2008] for internal flows can be extended to microchannels and proficiently employed for the design of micro heat exchangers in presence of gas flows.
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1. Introduction

The prediction of the laminar-to-turbulent transition in microtubes (MTs) and microchannels (MCs) is very important for the design of microdevices in which internal flows are present such as heat sinks and micro heat exchangers. After the pioneering work of Tuckerman and Pease [1981], most of the earlier experimental groups involved in the analysis of internal flows within microchannels reported an anticipated laminar-to-turbulent flow transition in MCs like Peiyi and Little [1983], Choi et al. [1991], Peng et al. [1994] among others. Whereas, a few groups like Harms et al. [1999], Adams et al. [1999] confirmed the agreement to the typical rules of the laminar-to-turbulent transition in conventional tubes. Recent reviews like those of Asadi et al. [2014], Dixit and Ghosh [2015] conclude that experimental data obtained in the recent decade seems to confirm that single-phase flows in MCs follow conventional laws. A comprehensive review outlining possible reasons for deviations from macro theory in earlier reported experiments is due to Morini [2004b], according to which macro theory holds for MC flows as long as scaling effects can be considered negligible. Morini [2004b] individuated the main scaling effects (compressibility, rarefaction, viscous dissipation, electro osmotic effects, and surface roughness) that need to be verified before interpreting experimental results which can be responsible for deviation from conventional correlations. In another work, Morini [2004a] gathered previously published experimental data for laminar-to-turbulent flow transition in MCs and compared them with macro laws. The analysis in rectan-
gular microchannels showed that various published results for critical Reynolds number ($Re_c$) can be explained by using the Obot-Jones model developed for conventional channels with a cross-section different from circular (which is the case of large part of microchannels). In fact, Obot (1988) demonstrated that the critical Reynolds number linked to the laminar-to-turbulent transition is a function of the cross-sectional geometry of the channel.

Laminar-to-turbulent flow transition even in conventional sized channels is still an open field of investigation. Based on original experiments of Reynolds (1883), the transition in pipe flow occurs when the Reynolds number reaches a critical value ($Re_c$) close to 2000 in the presence of a tube with a rough entrance. The full comprehension of the physical processes, which trigger such flow transition when the flow rate is increased, is yet to be achieved. Thus, research investigation in this domain is very active using sophisticated experimental and theoretical approaches, as evidenced by the works of Barkley et al. (2010), Avila et al. (2011), Barkley et al. (2011). Pipe flow experiments of Avila et al. (2011) showed that when the flow velocity is such that $Re$ is lower than its critical value, turbulence was not sustained. Even if turbulent puffs were generated in the flow field, they were decayed swiftly by the surrounding laminar flow when the $Re$ was lower than its critical value. This process is referred to as relaminarization. Above $Re_c = 2040$, the splitting process of these turbulent puffs outweighed the decay and hence turbulence could sustain. Afterward, turbulent puffs increased their size and the whole flow field suddenly exhibited a disordered motion. Later, Barkley et al. (2011) performed experiments on 10 mm pipe and 5 mm square duct. They introduced the perturbations in the flow field at a precise location along the length to initiate the turbulence. They also conducted Direct Numerical Simulations (DNS) of the flow field and showed that even when the flow is fully turbulent, just by modifying the velocity profile to more plug shaped caused the fully turbulent flow to break into turbulent puffs that were experimentally observed for $Re < 2300$. Such DNS inspired experiments were then conducted by Kümen et al. (2018) who demonstrated how sustained turbulence can be destabilized and flow relaminarized in the pipe. Si-
milarly, flow visualization as well as pressure drop studies, have been utilized to determine $Re_c$ for microflows (Li and Olsen (2006), Wibel and Ehrhard (2009), Kim (2016)).

Due to the large difference in terms of density between working fluid and seeding particles, optical experimental techniques like $\mu$PIV are not recommended for gas flows in MCs and therefore a pressure drop study (Moody chart) remains the only useful experimental tool to determine the critical value of the Reynolds number ($Re_c$). Such analysis for gas flows in 11 different microtubes with $D_h = 125 - 180$ $\mu$m has been presented by Morini et al. (2009). By comparing their results with previously published gas flow pressure drop studies, it was shown that if friction factor is calculated by taking into account compressibility effects and minor losses, $Re_c$ was in between 1800 – 2000, in complete disagreement with the earlier transitions reported by other groups like Peiyi and Little (1983), Kandlikar et al. (2005).

As highlighted earlier, aside from experimental and analytical observations, DNS has been applied to understand the physics of flow transition like in the case of Barkley et al. (2011), Wu et al. (2015), Kühnen et al. (2018). However, due to the lower computational cost, Reynolds-Averaged Navier Stokes equations (RANS) based turbulence modeling is still preferred in industrial environments for engineering design goals. A breakthrough in modeling transitional flow using two equations turbulence models is due to Menter et al. (2006). They augmented the original Shear Stress Transport ($k - \omega$) model (Menter (1994)) to incorporate flow transition based upon two additional intermittency transport equations. This model was later modified to be implemented into commercial CFD codes (Menter and Langtry (2012)). Although originally developed for external flows, constants present in the Menter’s model were modified by Abraham et al. (2008) to predict laminar-to-turbulent transition in internal flows. It was shown for pipe flow that the fine-tuned model predicted laminar and fully turbulent friction factors similar to that of Poiseuille’s law and Blasius law respectively. Therefore, transitional behavior was deemed to be representative of reality. The modification proposed by Abraham et al. (2008) for the transitional
turbulence model of Menter et al. (2006) has not been validated experimentally for internal flows nor for microchannels. Considering this, the current work aims to experimentally validate this transitional turbulence model for gas microflows using the modified form as proposed by Abraham et al. (2008). The experimental validation will be made by observing the variation of the values assumed by the friction factor as a function of the Reynolds number. Both semi-local and average values of friction factors will be used in this validation.

2. Experimental Setup and Data Reduction

Pressure loss experiments are performed for a commercial MT (Upchurch®) and two rectangular MCs fabricated by milling a PMMA plastic sheet using a micromilling machine (Roland® MDX-40A). Dimensions and inner surface roughness of MCs are measured using an optical profiler (Talysurf CCI). For MT, a value of the surface roughness similar to that of Morini (2004a), Morini et al. (2009), Yang (2012), was extracted from SEM imaging of the stainless steel MTs. The measured average width \( w \), height \( h \), aspect ratio \( \alpha = h/w \) and surface roughness \( \varepsilon \) of investigated channels are reported in Table 1. Experimental test bench and a schematic of MC assembly used in this work are shown in Figure 1. Pressurized Nitrogen gas is allowed to enter MC assembly perpendicular to the axial direction of MC and leaves perpendicularly as well through the outlet manifold. In the case where experiments are performed for circular cross section, MC assembly is simply replaced by attaching MT directly at the inlet of the test bench using a commercial reducer/manifold. The total pressure drop between the inlet and the outlet of the MC/MT assembly is

<table>
<thead>
<tr>
<th>Channel</th>
<th>( h ) (( \mu \text{m} ))</th>
<th>( w ) (( \mu \text{m} ))</th>
<th>( \alpha )</th>
<th>( D_h ) (( \mu \text{m} ))</th>
<th>( \varepsilon ) (( \mu \text{m} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>MT</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1016</td>
<td>1</td>
</tr>
<tr>
<td>MC1</td>
<td>250</td>
<td>360</td>
<td>0.694</td>
<td>295</td>
<td>1.05</td>
</tr>
<tr>
<td>MC2</td>
<td>134</td>
<td>554</td>
<td>0.241</td>
<td>215</td>
<td>0.9</td>
</tr>
</tbody>
</table>
measured by means of a differential pressure transducer (Validyne DP15) with
an interchangeable sensing element that allows accurate measurements over the
whole range of encountered pressures. Atmospheric pressure is measured using
an absolute pressure sensor (Validyne AP42). To measure the temperature at
the entrance of the MC/MT assembly a K-type, calibrated thermocouple is
used. Thermocouple voltage and an amplified voltage of pressure sensors are
fed to internal multiplexer board of Agilent 39470A which is used as a switch.
Voltages from the switch are measured using Agilent 34420A with a 7 − 1/2
digits resolution and are finally stored in a PC using a Labview® program.

Considering one dimensional flow of ideal gas, average Fanning friction factor
between inlet ‘in’ and outlet ‘out’ of a MC/MT with length L can be obtained
by using the following expression for a compressible flow as indicated by Ka-
washima and Asako (2014):

\[
f_f = \frac{D_h}{L} \left[ \frac{p_{\text{in}}^2 - p_{\text{out}}^2}{RT_{\text{av}} \dot{G}^2} - 2 \ln \left( \frac{p_{\text{in}}}{p_{\text{out}}} \right) + 2 \ln \left( \frac{T_{\text{in}}}{T_{\text{out}}} \right) \right]
\]  

(1)

where \( p \) and \( T \) denote cross sectional average pressure and temperature of the gas
and the subscripts ‘in’ and ‘out’ represent the inlet and the outlet of MC/MT,
respectively. \( T_{\text{av}} \) is the average temperature of the gas between inlet and outlet
of MC/MT, and \( \dot{G} \) is the mass flux (\( \dot{G} = \frac{\dot{m}}{A} \)). Hydraulic diameter of a
rectangular MC is defined as:

\[
D_h = \frac{2wh}{w+h}
\]

(2)

Reynolds number at the inlet of MC/MT can then be calculated using measured
mass flow rate and calculated viscosity at inlet temperature with the following
equation:

\[
Re = \frac{\dot{m}D_h}{\mu A}
\]

(3)

In addition, under the hypothesis of adiabatic compressible flow, the energy
balance for one dimensional Fanno flow, between inlet ‘in’ and any other cross
section at a distance ‘x’ from the inlet of the MC/MT yields the following
quadratic equation for the estimation of average cross-sectional temperature as
Figure 1: Experimental setup (a), and an exploded view of MC assembly (b).
demonstrated by Kawashima and Asako [2014]:

\[
\left( \frac{\rho_{\text{in}}^2 u_{\text{in}}^2 R_x^2}{2c_p p_x^2} \right) T_x^2 + T_x - \left( T_{\text{in}} + \frac{u_{\text{in}}^2}{2c_p} \right) = 0
\]  

(4)

Finally, knowing the average pressure and temperature in a specific cross-section, average density and velocity of compressible gas can be obtained using the ideal gas law (Eq. 8) and continuity equations, respectively. An initial estimate of the gas velocity at MC/MT inlet is made using the measured mass flow rate and density of the gas at the inlet manifold entrance. MC/MT inlet properties are then calculated by assuming an isentropic expansion between the inlet of the assembly and the MC/MT. For further details on the equations that are solved iteratively to determine the inlet flow properties, the reader is referred to the previous works [Rehman et al. (2019), Hong et al. (2016)]. Once inlet conditions are determined, temperature at MC/MT outlet can be easily evaluated using Eq. 4 given the local pressure is known. In current work, a hypothesis of perfect expansion is considered which essentially assumes atmospheric pressure at the MC/MT outlet \((p_{\text{out}} = p_{\text{atm}})\). This assumption holds if the dynamic conditions of gas flow are far from choking [Rehman et al. (2019)]. Utilizing the outlet temperature evaluated by Eq. 4 and under perfect expansion assumption, average Fanning friction factor of MC/MT can finally be calculated using Eq. 1.

In order to assess the accuracy of the experimental measurements, the uncertainty associated to each instrument used in the experimental campaigns is reported in Table 2. In a detailed study, Yang [2012], based on the theory of error propagation, highlighted that uncertainty in the evaluation friction factor
is highly influenced by the uncertainty on the hydraulic diameter. In the present case, the uncertainty on the hydraulic diameter, evaluated by using an optical profilometer to measure both height \((h)\) and width \((w)\) of the MC, is of the order of 1.5%. The uncertainty associated to the measurement of \(L\) is around 0.4%. Therefore, the uncertainty in evaluating \(f_f\) (with Eq. 1) and \(Re\) (with Eq. 3) is estimated to be equal to \(\pm 10\%\) and \(\pm 3\%\), respectively. All these uncertainties are summarized in Table 3.

Table 3: Typical uncertainties of experimentally deduced parameters based on theory of propagation.

<table>
<thead>
<tr>
<th>Calculated Parameter</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D_h)</td>
<td>(\pm 5%)</td>
</tr>
<tr>
<td>(Re)</td>
<td>(\pm 3%)</td>
</tr>
<tr>
<td>(f_f)</td>
<td>(\pm 10%)</td>
</tr>
</tbody>
</table>

3. Mathematical Model

Internal flow physics of a compressible gas is governed by the following conservation equations of mass, momentum and energy:

\[
\frac{\partial \rho u_i}{\partial t} + \frac{\partial \rho (u_j u_i)}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \rho u_i \right) = 0, 
\]

\[
\frac{\partial \rho u_i}{\partial t} + \frac{\partial}{\partial x_j} \rho (u_j u_i) = - \frac{\partial p}{\partial x_i} + (\mu + \mu_t) \frac{\partial^2 u_i}{\partial x_j \partial x_j}, 
\]

\[
\rho C_i u_i \frac{\partial T}{\partial x_i} = -p \frac{\partial u_i}{\partial x_i} + \lambda \frac{\partial^2 T}{\partial x_i^2} - \tau_{ij} \frac{\partial u_j}{\partial x_i},
\]

where \(i, j = 1, 2, 3\) are used to indicate three spatial directions; \(u_i\) represents the Cartesian velocity components in longitudinal, lateral and normal directions respectively; \(p\) is the pressure; \(\rho\) is the fluid density; \(T\) is the average fluid cross sectional temperature, \(\mu\) is the fluid dynamic viscosity and \(\mu_t\) is turbulent viscosity. For a laminar compressible fluid flow, there are 6 unknowns \((u, v, w, p, \rho, T)\) for aforementioned set of 5 equations from Eqs. (5)-(7). An additional constitutive law is therefore used to complete the solution procedure for the complete
A set of Navier Stokes (NS) equations, as follows:

\[ p = \rho RT, \]  

where \( R \) is the specific gas constant. In order to proceed for a steady state solution of turbulent Reynold average NS (RANS) equations, the closure problem has been addressed in the literature by various models such as \( k - \epsilon \) (Launder and Spalding (1974)) and Wilcox \( k - \omega \) (Wilcox (1988, 2008)), to name a few.

In the current work a shear stress transport (SST) model presented by Menter (1994) is used. This model uses \( k - \omega \) approximation close to the walls and switches to \( k - \epsilon \) far from the wall. The closure problem is dealt with the following two transport equations for modelling turbulent kinetic energy (\( k \)) and specific rate of turbulent destruction (\( \omega \)):

\[
\frac{\partial (\rho u_i k)}{\partial x_i} = P_k - \beta_1 \rho k \omega + \frac{\partial}{\partial x_i} \left( \left( \mu + \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_i} \right),
\]

\[
\frac{\partial (\rho u_i \omega)}{\partial x_i} = \chi \rho S^2 - \beta_2 \rho k \omega^2 + \frac{\partial}{\partial x_i} \left( \left( \mu + \frac{\mu_t}{\sigma_\omega} \right) \frac{\partial \omega}{\partial x_i} \right) + 2(1 - F_1) \rho \frac{1}{\sigma_{\omega_2} \omega} \frac{\partial k}{\partial x_i} \frac{\partial \omega}{\partial x_i},
\]

where \( P_k \) is the rate of kinetic energy production, \( \sigma_k \) and \( \sigma_\omega \) are the equivalents of Prandtl number for the transport of turbulent kinetic energy and specific rate of turbulent destruction, respectively. Moreover subscripts 1 and 2 for these \( \sigma_k \) and \( \sigma_\omega \) represent different constants assumed for original \( k - \omega \) model close to the wall and \( k - \epsilon \) far from the wall, respectively. \( S \) is the absolute value of shear strain rate and \( \chi, \beta_1 \& \beta_2 \) are SST model constants. \( F_1 \) is a blending function that allows to switch from standard \( k - \epsilon \) model to \( k - \omega \) in order to better simulate the low Reynolds number region.

For most industrial problems, laminar flows are solved by NS equations whereas turbulent flows are dealt with RANS equations as described above. In the transitional flow regime between laminar and turbulent, computationally expensive models such as Large Eddy Simulations (LES) and DNS are applied where the transient evolution of the turbulence scales is modelled in the computational...
domain. Although accurate in predictions of flow characteristics, computational cost associated to these modelling techniques is enormous as compared to RANS and therefore are limited to accurate scientific evaluations. The two equation transport model (RANS) due to [Menter et al. 2006] is coupled to two additional transport equations for the evaluation of a so called intermittency factor ($\gamma$). Its role is to diminish turbulence production for flow conditions that are not fully turbulent and its value is between 0 and 1. Evaluation of $\gamma$ however, depends on another local flow property, the momentum thickness Reynolds ($\tilde{R}e_{\theta t}$), which describes the local stability status of the flow in the near wall region. These two additional transport equations are the following:

\begin{equation}
\frac{\partial (\rho \gamma)}{\partial t} + \frac{\partial (\rho u_i \gamma)}{\partial x_i} = P_{\gamma 1} - E_{\gamma 1} + P_{\gamma 2} - E_{\gamma 2} + \frac{\partial}{\partial x_i} \left( \left( \mu + \frac{\mu_s}{\sigma_f} \right) \frac{\partial \gamma}{\partial x_i} \right)
\end{equation}

\begin{equation}
\frac{\partial (\rho \tilde{R}e_{\theta t})}{\partial t} + \frac{\partial (\rho u_i \tilde{R}e_{\theta t})}{\partial x_i} = P_{\theta t} + \frac{\partial}{\partial x_i} \left( \sigma_{\theta t} (\mu + \mu_t) \frac{\partial \tilde{R}e_{\theta t}}{\partial x_i} \right)
\end{equation}

A detailed explanation of all the terms of Eqs. (11) and (12) can be found in [Menter et al. 2006], [ANSYS 2018]. Only the most relevant terms are presented here starting from the transition source in Eq. (11) for intermittency:

\begin{equation}
P_{\gamma 1} = F_{\text{length}} \rho S (\gamma F_{\text{onset}})^{c_{a1}}
\end{equation}

\begin{equation}
E_{\gamma 1} = c_{e1} P_{\gamma 1} \gamma
\end{equation}

where $F_{\text{onset}}$ is used to trigger the intermittency $\gamma$ production and its formulation is a function of vorticity Reynolds number $Re_{\nu} = \frac{\rho y^2 S}{\mu}$ [ANSYS 2018]. $F_{\text{length}}$ is obtained from correlations and it is dependent on $\tilde{R}e_{\theta t}$; the detail about the correlations proposed for these two terms can be found in [Menter and Langtry 2012]. In Eq. (11) the destruction/relaminarization sources are defined as follows:

\begin{equation}
P_{\gamma 2} = c_{a2} \rho \Omega \gamma F_{\text{turb}}
\end{equation}

\begin{equation}
E_{\gamma 2} = c_{e2} P_{\gamma 2} \gamma
\end{equation}

where $\Omega$ denotes the magnitude of the absolute vorticity rate, $F_{\text{turb}} = e^{-\left( \frac{\mu_t}{\rho_z} \right)^4}$ and $R_t = \frac{\rho k}{\rho z^2}$. Another important term in Eq. (11) is the production of $\tilde{R}e_{\theta t}$,
defined as follows:

\[ P_{\theta_t} = \frac{\rho}{t} (\tilde{RRe}_{\theta_t} - \hat{RRe}_{\theta_t}) (1 - F_{\theta_t}) \]  

(17)

where \( t \) is a time scale that is present for dimensional reason and \( F_{\theta_t} \) is a blending function that allows to turn off the source terms in the boundary layer where the scalar quantity \( \hat{RRe}_{\theta_t} \) is only diffusing.

Coupling between the intermittency equations and SST model can be done by multiplying \( \gamma \) to the kinetic energy production term \( P_k \); a modified form of Eq. (9) can be written as:

\[
\frac{\partial (\rho u_i k)}{\partial x_i} = \gamma P_k - \beta_1 \rho \omega + \frac{\partial}{\partial x_i} \left( \mu + \mu_t \frac{\partial k}{\partial x_i} \right),
\]

(18)

As mentioned, \( \gamma \) is calculated by coupling Eqs. 11 & 12. The solution of Eq. 18 & 10 gives the values of \( k \) and \( \omega \) which can be then utilized to obtain the turbulent viscosity \( \mu_t \):

\[
\mu_t = \frac{a \rho k}{\max(a \omega, SF_2)}
\]

(19)

where \( a \) is a constant and \( F_2 \) is another blending function that limits the value of turbulent viscosity inside the boundary layer.

The model of Menter et al. (2006) represents a great breakthrough in transition prediction because it was formulated taking into account only local variables which makes it compatible with modern CFD codes that are 3D and parallel. However, it is worth mentioning that all the model constants recalled in the Menter’s model were based on a series of experimental results obtained for external flows. Hence in its original form, this SST transitional turbulence model is not suitable for modelling internal flows, although it has been applied to study the transient turbulent channel flow by Gorji et al. (2014). Model constants proposed originally in the Menter’s \( \gamma - Re_{\theta} \) SST transitional turbulence model, in order of appearance in eqs. 13 - 17, are:

<table>
<thead>
<tr>
<th>( c_a1 )</th>
<th>0.5; ( c_a2 )</th>
<th>0.03; ( \sigma_f )</th>
<th>1.0; ( \sigma_{\theta_t} )</th>
<th>10;</th>
<th>( \sigma_{\theta_t} )</th>
<th>1.0;</th>
<th>( \sigma_{\theta_t} )</th>
<th>10;</th>
</tr>
</thead>
</table>

12
To extend the use of Menter’s model to internal flows, Abraham et al. (2008) later modified the constants of the Eqs. (16) & (17) using an iterative method such that transition in pipe flows was in between a generally accepted range of $2300 < \text{Re} < 4000$. Coefficients which predicted the transition at a $\text{Re}$ lower than 2300 were not considered. The intermittency coefficient $c_e$ was increased from 50.0 to 70.0, and $c_{\theta_t}$ was decreased from 0.03 to 0.015. Authors showed that by simply changing two values of the original coefficients of the original Menter’s transitional model (Menter et al. 2006), transitional characteristics of pipe flows can be predicted. In the current work, similar values of these coefficients as proposed by Abraham et al. (2008), Minkowycz et al. (2009) have been used.

4. Numerical Implementation

For the implementation of the above explained mathematical model using $\gamma$-Re$_\theta$ transitional turbulence model, numerical replicas of the experimental channels (Table 1) were generated in ANSYS-CFX environment (ANSYS 2018). Computational models of both cross sectional geometries and their respective meshing strategies are detailed in the following:

4.1. Microtube

Test section schematic representing a MT is shown in Figure 2. A commercial reducer is also modelled in the computational domain that connects the gas piping to the MT inlet. Due to axisymmetric nature of the gas flow in MT, only a slice ($\theta = 10^\circ$) is modelled as the computational domain with rotational periodicity boundary condition on the side walls. This allows to save considerable computational time by using a smaller number of mesh elements. Dimensions of the reducer are also shown in Figure 2. Length ($L$) of the MT varies in different set of numerical simulation and experimental runs. However, dimensions of the reducer and hydraulic diameter ($D_h$) are the same for all cases. MT geometric model is designed in Workbench Design Modeler and is meshed
Figure 2: Computational domain for MT cross section (a), reducer and associated dimensions (b).
using ANSYS meshing software. A structured mesh is generated for the MT as shown in Figure 3. Number of divisions along the radial direction (r) for the inlet reducer/manifold and outlet are set equal to radial divisions of the MT whereas 15 meshing nodes are used along the length of reducer and outlet.

Figure 3: Mesh of the MT geometry.

4.2. Microchannel

To have a better understanding of the flow physics, symmetry boundary condition is not applied in the case of rectangular cross-section and therefore a complete 3D geometry as shown in Figure 4 is used as computational domain. The number of node points in the height direction of the MC is reduced accordingly if the height is reduced in the simulation model to maintain better element quality. A structured mesh locally refined at the walls of the MC and manifolds is employed. Orthogonality of mesh elements inside MC is between 0.95–1 in all the simulated cases.Reducers and manifolds are also simulated along with the MCs. Height of the reducer (H_in, see Figure 4) is 30 mm with an internal diameter of 4 mm. Whereas the diameter of the circular manifolds is 9 mm and height (H_man) is kept the same as the height of the simulated MC (H_man = h). Dimensions of these parts are chosen based upon the experimentally tested MC assembly. The outlet is perfectly symmetric to the inlet manifold and therefore two 90 degrees bends are present in the flow domain and may influence the total pressure drop and hence friction factor evaluation.

4.3. Solution Procedure

In order to obtain the desired Re, mass flow calculated using Eq. (3) is imposed at the inlet of MT/MC. Ideal nitrogen gas enters the reducer/manifold
The value of turbulence intensity (TI) at the inlet is 5% for all considered Re, the same value adopted by Abraham et al. (2008). However, in current work the inlet boundary condition is set at the entrance of the domain (inlet manifold/reducer) and not at the MC/MT inlet as it was the case with Abraham et al. (2008) and Minkowycz et al. (2009). Hence in laminar regime, due to the fact that reducer section is much longer than manifold, turbulence intensity gets dissipated in the first part of the manifold to a smaller value i.e. close to 1%.

Steady state RANS simulations are performed using the SST $k$-$\omega$ transitional turbulence model. A modified formulation of $\gamma$-$Re_\theta$ transition turbulence model for internal flows is applied based on the coefficients outlined earlier in Sec. 3.

High-resolution turbulence numerics are employed with a higher order advection scheme available in ANSYS-CFX (ANSYS, 2018). Pseudo time marching is done using a redphysical time step of 0.01s. A convergence criteria of $10^{-6}$ for RMS residuals of governing equations is chosen while monitor points for pressure
and velocity at the MC/MT inlet and outlet are also observed during successive iterations. In case where residuals stayed higher than convergence criteria, the solution is deemed converged if monitor points did not show any variation for 200 consecutive iterations. Reference pressure of 101 kPa was used for the simulation and all the other pressures are defined with respect to this reference pressure. Due to small measured surface roughness, walls of the MT/MC are treated as smooth in numerical model. A no slip boundary condition is applied at the walls. Energy equation was activated using the total energy option available in CFX. Kinematic viscosity dependence on the gas temperature is defined using Sutherland’s law.

\[
\mu = \mu_{ref} \left( \frac{T}{T_{ref}} \right)^{\frac{\gamma}{2}} \left( \frac{T_{ref} + S}{T + S} \right),
\]

where constants for Nitrogen gas are:

\[
\mu_{ref} = 1.7812 \times 10^{-5} \text{ Pa s}
\]

\[
T_{ref} = 298.15K
\]

\[
S = 111K
\]

Further details of boundary conditions can be seen in Table 4. To estimate the average friction factor, two planes defined at \(x/L\) of 0.0005 and 0.9995 are treated as the inlet and outlet of MC respectively. Analysis results from these planes are further post-processed in MATLAB to evaluate the numerical friction factors using Eq. 1.
4.4. Grid Independence

Three different meshes were utilized for each cross-section where number of elements are systematically increased as shown in Table 5. The difference between the evaluated friction factor was found to be ≥ 10% from Mesh-A to Mesh-B while it was less than 2% between Mesh-B and Mesh-C. Thus, number of divisions for both cross-sections as shown for Mesh-B in Table 5 are finally utilized. The mesh expansion factor was kept as 1.1 and the first node point was placed such that $y^+$, which is the non-dimensional distance between the wall and first node point, was ≤ 1 in the transitional regime and less than 5 for the highest $Re$ simulated. Solution accuracy of Mesh-B for both cross sectional geometries is demonstrated in Figure 5. An excellent agreement between measured and numerical total pressure drop clearly shows that selected mesh and boundary conditions represent the physics of the problem with sufficient accuracy.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>MT ($r \times L \times \theta$)</td>
<td>20×100×2</td>
<td>40×200×5</td>
<td>40×300×10</td>
</tr>
<tr>
<td>MC ($w \times h \times L$)</td>
<td>30×20×100</td>
<td>45×30×200</td>
<td>50×40×300</td>
</tr>
</tbody>
</table>

5. Results and Discussion

5.1. Validation

Laminar to turbulent flow transition is established using the average friction factor curve. $Re_c$ is defined as the Reynolds number in correspondence of which the friction factor attains its first minimum and then starts to increase. This point is individuated during MATLAB post processing of experimental and numerical results. Theoretical values of friction factor in the laminar regime for considered test sections can be obtained by the Poiseuille equation for circular tubes and the Shah & London correlation (Shah and London (1978), Sahar et al.)
Figure 5: Comparison of total pressure drop in the assembly for MT (a), and MC1 (b).
for rectangular channels:

\[ f_{c,lam} = \frac{64}{Re} \]  

\[ f_{R,lam} = \frac{96}{Re} \left( 1 - 1.3553\alpha + 1.9467\alpha^2 - 1.7012\alpha^3 + 0.9564\alpha^4 - 0.2537\alpha^5 \right) \]  

For turbulent regime, Blasius law (smooth tubes) can be used to compare the frictional factor results from experimental and numerical analysis of both cross sections:

\[ f_B = 0.3164Re^{-0.25} \]  

A comparison between numerical and experimental friction factors for circular cross section is made in Figure 6. Numerical results are within the experimental uncertainty in both the laminar and turbulent flow regimes. It can be seen in Figure 6b that the match is excellent in the transitional regime where \( Re_c \) is 3100±93 from experimental results and ~2727 using \( \gamma - Re_\theta \) transitional model (-12%). Numerical results in laminar regime are slightly higher than theoretical Poiseuille’s law \( (f_{c,lam}) \) whereas both experimental values and numerical prediction in the turbulent regime are lower than the Blasius law.

A similar comparison between experimental and numerical findings for MC1 is performed in Figure 7. There exists an excellent agreement between the numerical and experimental results in the laminar flow regime where \( f_f \) follows the Shah & London correlation \( (f_{R,lam}) \). In the turbulent flow regime, both experimental and numerical results are slightly above the Blasius law. However, even in the turbulent regime numerical \( f_f \) is within the uncertainty of experimental results. It is evident from Figure 7b that the model is able to predict the subtle change in slope of \( f_f \) due to the transition from laminar to turbulent flow regime. In fact, the trend of numerical simulation is similar to what is observed in experiments. In transition regime the values of \( f_f \) smoothly connect the limiting cases of laminar and turbulent flow regimes. Contrary to what occurs in external flow where there is a sharp transition to turbulence once disturbances break laminar flow stability, in internal flows a region of fully developed intermittent
Figure 6: Friction factor for MT (a), and zoomed laminar-to-turbulent transition region (b).
Figure 7: Friction factor for MC1 (a), and zoomed laminar-to-turbulent transition region (b).
flow exists (Abraham et al. (2008, 2010)). This interval could be identified in Figure 7a between \( Re = 1800 \) and \( Re = 3000 \) for MC1. In this range the agreement between numerical and experimental values is not as good as in the other regimes, but the relative error between the two values remains under 15%.

As noted for MT, the intriguing aspect of the \( \gamma - Re_{\theta} \) transition turbulence model is the ability to predict \( Re_c \) with sufficient accuracy. In fact, the difference between experimental and numerical \( Re_c \) is limited also for MC1. Experiments highlighted a \( Re_c \) equal to \( 2030 \pm 61 \), whereas numerical one is \( \sim 2200 \) (+8%). The correct trend is confirmed by MC2 for which \( f_f \) is reported in Figure 8. In this case experimental \( Re_c \) is observed at \( 2536 \pm 76 \) whereas model predicts it to be \( \sim 2800 \) (+10%). An overview of the main results in terms of comparison between experimental and numerical \( Re_c \) is shown in Table 6. Using Menter’s \( \gamma - Re_{\theta} \) model as modified by Abraham et al. (2008), the maximum deviation between experimental and numerical values of \( Re_c \) is less than 12% for all the investigated channels. Moreover, \( Re_c \) showed a decrease from \( \sim 2792 \) to \( \sim 2200 \) by increasing the aspect ratio of the rectangular MC (\( \alpha \)) from 0.24 to 0.7. This decrease is in agreement with the theoretical trend predicted by Obot-Jones Model (Obot (1988)) developed for macro ducts.

Table 6: \( Re_c \) for investigated MT & MCs.

<table>
<thead>
<tr>
<th>Channel</th>
<th>( D_h ) (( \mu m ))</th>
<th>( \alpha )</th>
<th>Exp. ( Re_c )</th>
<th>Num. ( Re_c )</th>
<th>Deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MT</td>
<td>1016</td>
<td>1</td>
<td>3094\pm93</td>
<td>\sim 2727</td>
<td>11.8</td>
</tr>
<tr>
<td>MC1</td>
<td>295</td>
<td>0.7</td>
<td>2030\pm61</td>
<td>\sim 2200</td>
<td>8.4</td>
</tr>
<tr>
<td>MC2</td>
<td>213</td>
<td>0.24</td>
<td>2536\pm76</td>
<td>\sim 2792</td>
<td>10</td>
</tr>
</tbody>
</table>

5.2. Semi-local friction factor

Laminar-to-turbulent flow transition has been studied in the previous section using total pressure loss and therefore average friction factors along the complete length of the MT and MCs were reported. On the other hand, using the Menter’s \( \gamma - Re_{\theta} \) turbulence model, the local frictional behavior of the gas flow during
Figure 8: Friction factor for MC2 (a), and zoomed laminar-to-turbulent transition region (b).
the transitional flow regime can be elucidated. In the case of MT, a lower $f_f$ has been observed (see Figure 6) in the early turbulent regime when compared to the conventional Blasius law. For microchannels, deviation of the turbulent friction factor (higher or lower than) from Blasius law has also been reported by Morini et al. (2007), Kawashima et al. (2016), Yang et al. (2012), Celata et al. (2009). Since the average value of $f_f$ in microchannels exhibits some deviation from the conventional laws in the turbulent regime, a semi-local analysis of the friction factor values has been performed numerically, by calculating the average value of the friction factor between two fixed axial cross-sections along the channel. Five axial positions along MT have been considered for the semi-local evaluation of the friction factor ($x = 0L, 0.25L, 0.5L, 0.75L$ and $L$). Semi-local values of $f_f$ between two consecutive sections are evaluated by employing Eq. 1. An additional numerical run for a MT with the same $D_h$ ($1016 \mu m$) but an increased length of 400 mm (hereafter referred to as MT-A), is also performed to see any possible effect of the ratio $L/D_h$ on the laminar-to-turbulent transition as well as local turbulent characteristics of the friction factor (determined numerically).

The comparison between the semi-local values and experimental average friction factor values for the two MTs is shown in Figure 9. As expected, semi-local $f_f$ is highest in the upstream part of the MT due to strong inlet effects for both MTs. Strictly speaking, the velocity profile for gas flow inside MT, due to the acceleration caused by the gas compressibility, never reaches a developed profile even if the Mach number in these simulations is always lower than 0.2. Therefore, it is not possible to define hydraulic entry length as in the case of incompressible flows. However, propagating the same idea it is evident that for the MT with smaller $L/D_h$ the developing pressure loss is quite significant and hence causes a higher $f_f$ when $x/L$ is between 0-0.25. The experimental as well as the numerical results of $f_f$ follow the Blasius law in the turbulent flow regime for MT-A (Figure 9b) whereas MT with smaller $L/D_h$ stays 7% lower than the Blasius law at the highest $Re$ simulated (Figure 9a). It is interesting to notice that close to the transitional $Re$, the semi-local $f_f$ stays consistently lower than the average theoretical values when $x/L$ is between 0.25-0.5 as well.
Figure 9: Semi-local $f_f$ for MT (a), and MT-A (b).
as 0.5-0.75 whereas it follows the macro laws in the last part of the MT (i.e. $x/L$ between 0.75-1). Therefore, even though in the entrance region, the semi-local $f_f$ is quite high, due to its significant decrease in the transitional regime, the overall average of the evaluated $f_f$ stays slightly lower than the Blasius law. Such lower values of the turbulent frictional factor are also evident in the experimental data of the MT (Figure 9a). On the contrary, such behavior is not observed for the longer tube MT-A and it may be pertinent to MTs having values of $L/D_h \leq 100$. Lower values of the local $f_f$ compared to fully developed values are also reported by Abraham et al. (2008) where through the modified Menter’s model described before, authors show that an intermittent nature of the flow (neither fully laminar nor fully turbulent) may persist inside the tube which results in a lower value of local $f_f$ compared to the fully developed value (given by Poiseuille’s law) between $20 < x/D_h < 115$. Therefore if the length of the tube is considerably short and hydraulic diameter is big enough (100 mm and 1016 $\mu m$ in the current case, respectively), local $f_f$ may stay lower for most of the length of the MT after an initial hike due to the entrance effects. This ultimately causes the average $f_f$ to be lower than the Blasius prediction in the turbulent regime. However, if $L/D_h$ is reduced further beyond a point, the whole length of the MT is strongly influenced by the entrance effects and the apparent $f_f$ is higher than the conventional laws. This is evident from all the presented results in the range $x/L = 0.25$ where the semi-local $f_f$ is much higher than the other semi-local values of the friction factor far from the entrance. Similar findings were reported by Cheng et al. (2017) where they recommended using $L/D_h > 100$ for the evaluation of $f_f$ without significant differences from the conventional theory. Barlak et al. (2011) also found that MTs having a $L/D_h$ smaller than 100, seriously affect the overall $f_f$ due to the entrance effects, by determining higher values of $f_f$ than the Blasius prediction in the turbulent regime. On the other hand, for the tube with $L/D_h > 100$ (MT-A), the semi-local $f_f$ far from the entrance region ($x/L = 0.5 – 0.75$ and $x/L = 0.75 – 1$) follows the conventional laws in the laminar as well as the turbulent regimes by confirming the complete agreement with the conventional
theory even for the microchannels. The semi-local values of the $f_f$ shown in Figure 9 demonstrate that the higher values of the $f_f$ close to the entrance region of the channel are the main motivation for the deviation of the average overall friction factor from the Poiseuille’s law in the laminar regime when $Re$ increases. On the contrary, the overall friction factor is only marginally higher than the Blasius correlation in the turbulent regime. From the experimental results shown in Figure 9, it can be deducted how MT with $L/D_h \leq 100$ shows a delayed transition compared to the longer MT-A. $Re_c$ decreased from 3094 in the case of $L/D_h = 98$ to 2223 for $L/D_h = 398$. On the contrary, numerical results show that $Re_c$ decreased slightly from $\sim 2727$ to $\sim 2635$ by increasing the $L/D_h$ from 98 to 398. On this point, the comparison between numerical and experimental results is inconclusive and more data needs to be collected to better understand the effect of $L/D_h$ ratio on the critical Reynolds number.

6. Conclusions

In this paper, it has been demonstrated that the laminar-to-turbulent transition for gas microflows can be estimated with acceptable accuracy using Menter’s $\gamma – Re_\theta$ transitional turbulence model (Menter et al. (2006)) as modified by Abraham et al. (2008). Validation of the model with experimental results showed that the modified Menter’s model predicted the critical Reynolds number linked to the laminar-to-turbulent transition ($Re_c$) with a maximum error of 11.8% for all the tested channels having different cross-sections and $D_h$ values. Local frictional characteristics showed that for the short MT having $L/D_h \leq 100$, the semi-local $f_f$ are significantly lower than the conventional values for a large part of the MT length, during the transitional and early turbulent regimes. This causes the overall $f_f$ to be lower than the Blasius correlation in the turbulent regime whereas for channels having $L/D_h > 100$, no deviation from the Blasius law is observed.
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Nomenclature

\begin{itemize}
\item \( A \): Cross section area of the microchannel/microtube
\item \( c_{\gamma,2} \): Transitional model constant
\item \( c_{\theta,t} \): Transitional model constant
\item \( D_h \): Hydraulic diameter
\item \( E_1, E_2 \): Intermittency destruction terms
\item \( F_1, F_2 \): Blending functions in SST-k-\( \omega \) turbulence model
\item \( f_f \): Fanning friction factor
\item \( f_{c,lam} \): Laminar friction factor for circular cross section
\item \( f_{R,lam} \): Laminar friction factor for rectangular cross section
\item \( f_B \): Blasius friction factor
\item \( G \): Mass flux
\item \( h \): Height of the microchannel
\item \( H_{man} \): Height of the manifold
\item \( H_{in} \): Height of the reducer
\item \( k \): Turbulent kinetic energy
\item \( \dot{m} \): Mass flow rate
\item \( p \): Pressure
\item \( P_k \): Rate of kinetic energy production
\end{itemize}
$P_{γ,1}, P_{γ,2}$  Intermittency production terms
$P_{θ,t}$  Production term for the transition onset Reynolds number
$R$  Specific gas constant
$Re$  Reynolds Number
$Re_{θ,t}$  Transition momentum thickness Reynolds number
$S$  Absolute value of the shear strain
$T$  Temperature
$u$  Velocity of the fluid
$w$  Width of the microchannel
$L$  Length of the the microchannel/microtube
$y+$  Non-dimensional distance between the wall and first node element

**Greek Symbols**

$α$  Aspect ratio of the microchannel
$β_1, β_2$  SST model constants
$γ$  Intermittency factor
$ε$  Surface roughness of the microchannel/microtube
$µ$  Dynamic viscosity of the fluid
$µ_t$  Turbulent/eddy viscosity
$ν$  Kinematic viscosity of the fluid
$ρ$  Density
$τ$  Shear stress
$χ$  SST model constant
$ω$  Specific rate of turbulent destruction
$Ω$  Magnitude of the absolute vorticity rate
Subscripts

\( a_v \)  Averaged over the whole length of the microtube/microchannel
\( c \)  Critical
\( i \)  Cartesian components of the flow quantity
\( in \)  at the inlet of the microtube/microchannel
\( out \)  at the outlet of the microtube/microchannel
\( tot \)  Total (static and dynamic) part of the flow quantity
\( w \)  Wall
\( x \)  Flow quantity at cross section located at distance ‘x’ from the inlet

Abbreviations

2D/3D  Two dimensional and three dimensional
CFD  Computational fluid dynamics
DNS  Direct numerical simulation
LES  Large eddy simulation
MT  Microtube
MC  Microchannel
PMMA  Poly methyl methacrylate (acrylic)
RANS  Reynolds-averaged Navier–Stokes equations
RMS  Root mean squared
SST  Shear Stress Transport
S&L  Shah and London
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