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Abstract Our smartphone is full of applications and data that analytically
organize, facilitate and describe our lives. We install applications for the most
varied reasons, to inform us, to have fun, for work, for necessity, but, unfor-
tunately, we often install them without reading the terms and conditions of
use. The result is that our privacy is increasingly at risk. Considering this
scenario, in this paper, we analyze the user’s perception towards privacy while
using smartphone applications. In particular, we formulate two different hy-
potheses: 1) the perception of privacy is influenced by the knowledge of the
data used by the installed applications; 2) applications access to much more
data than they need. The study is based on two questionnaires (within-subject
experiments with 200 volunteers) and on the lists of installed apps (30 volun-
teers). Results show a widespread abuse of data related to location, personal
contacts, camera, Wi-Fi network list, running apps list, and vibration. An in-
depth analysis shows that some features are more relevant to certain groups
of users (e.g., adults are mainly worried about contacts and Wi-Fi connection
lists; iOS users are sensitive to smartphone vibration; female participants are
worried about possible misuse of the smartphone camera).
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1 Introduction

It has been a long time since the concept of privacy appeared in 1890 [1].
In an article on Harvard law Review, Brandeis and Warren mentioned, for
the first time, the right to privacy, the right to be let alone, the relevance of
the intangible and the need to take legal action to “protect the person and
the individual” from the ever increasing popularity of “recent inventions and
business methods” (referring to the advent of photography and the widespread
diffusion of newspapers) [1]. In short, the right to privacy was defined as the
right of each individual to protect the psychological integrity by exercising
control over information that reflected and influenced the personality of the
individual. Today, the Cambridge dictionary defines privacy as “someone’s
right to keep their personal matters and relationships secret” as well as “the
right to be alone and do things without other people seeing or hearing you”'.
What emerges from such definitions is that privacy is an untouchable right,
protecting both tangible and intangible properties. In essence, privacy can be
defined as the ability of people to control when, how and to what extent their
personal information is accessed [2]. Unfortunately, different studies and real-
life examples show that privacy is becoming an “illusory” concept [3]: on the
one side, it is quite easy to gather, store and share personal information and,
on the other side, it is almost impossible to control and protect all the personal
information that others might have access to. The Cambridge Analytica case
[4] is one of the most popular example that brought privacy to headlines and
highlighted how difficult it is to protect our privacy in the social network era.

In this paper, we focus on the mobile ecosystem and on the use of the
smartphone in our daily life. The smartphone has become the hub of our life:
it is our agenda, our financial promoter, our source of information, the door to
an infinite world of entertainment, the thread that links us to our social life,
the tool that connects us to our work 24H, the doctor who controls us when we
do sports, the professor who teaches us something, the device that helps us to
bypass some kind of disabilities, the second-screen we use while watching TV
[5—12]. Tt contains very personal and sensitive data such as personal contacts,
messages and locations, but also biometric data such as heart beat, blood
oxygenation, face ID and fingerprints [13-15].

In this environment, are we able to protect our privacy? Are we able to
control when, how and to what extent our personal information is accessed?
No, our privacy is at risk [14,16-18] and the mobile ecosystem seems to be
the most threatening scenario for privacy [19-21]. A well-known example of
privacy violation was the Flashlight application [14]: the application simply had
to turn on the flashlight of the smartphone, but an in-depth analysis found
out that the application accessed to the phone number, to the device ID, to
the precise user’s location. Furthermore, it could control the hardware and the
system tools, it could change the system configuration and the display settings.
However, before blaming the applications, it is worth remembering that users

1 https://dictionary.cambridge.org/dictionary/english/privacy
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choose, install and accept the terms of use of the applications. Roughly, users
allow applications to access their data; users do not read terms of use and
ignore the permissions they give to the applications [22]. In the literature,
different studies focused on this users’ behavior and they highlighted various
reasons (e.g., lack of motivation, useless effort, waste of time) that lead users
to press the “agree” button without double thoughts [23-25]. The discrepancy
between user’s behavior and users’ privacy is called privacy paradozr and is a
well-studied phenomenon in online profiling systems and social media contexts
[26]. Our goal is to understand the privacy perception and the user behavior
while using the smartphone device. We formulate two hypotheses:

— H1: users underestimate the importance of the data stored in the smart-
phone and this scarce knowledge affects their perception towards privacy;

— H2: users are not concerned of when, how and to what extent their per-
sonal information are accessed: they install applications without investi-
gating which data will be retrieved and if these are really necessary to the
application functioning.

To investigate H1, we developed a questionnaire related to different types
of sensitive data (i.e., phone book contacts, the list of Wi-Fi connections, the
list of running applications, the smartphone ID, the data of the multimedia
storage, the type and the name of the cellular network provider, the SMS) and
to different device sensors (i.e., microphone, vibration, camera, GPS). Then,
we asked for volunteers to participate in the experiment and we involved 200
participants. The procedure worked as follows: 1) we asked volunteers to fill the
questionnaire; 2) we provided participants with some examples of abuses for
each type of data/sensor; 3) we asked volunteers to fill the same questionnaire
of phase 1. By comparing the results obtained in phase 1 and 3, we have insights
about the importance of the introduced knowledge. To anticipate here some
results, among women, concern grows when possible abuses are discovered
through microphone (+45%) and camera (+42%), whereas iOS users increase
their concerns when the misuse is related to the list of running apps (+66%).

To investigate H2, we asked 30 volunteers to provide us the list of all the
apps they have installed on their smartphones. Then, for each application, we
checked the permissions that were requested to the user (i.e., we manually
analyzed more than 800 apps to verify the requested permissions). Finally,
we have identified the abuses (access to data not necessary for the applica-
tion to work) and the types of data/sensors that are most at risk of privacy.
The obtained results confirmed H2: a widespread abuse, especially for what
regards contacts, camera, Wi-Fi network list, running apps list, and vibration.
If concerned, users would not have installed many such applications.

In general, results highlight the users’ ignorance towards privacy in the
mobile ecosystem: people are not worried about privacy because they are un-
aware of the possible consequences and when they become aware of possible
abuses, their concerns grow. Therefore, to protect privacy, it is necessary to
improve the users’ knowledge. Unfortunately, this is not an easy task, for two
main reasons: (i) users ignore permissions for various reasons and they press
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“agree” without even realizing the possible misuse of the data they are un-
leashing [23]; (ii) people have different habits and perception towards privacy.
For example, Alice might consider her contact list very important, but not
her location. Conversely, Bob might give importance to his location and not
to his contacts. Our study might be considered the first step towards a more
secure mobile ecosystem as it identifies features that are relevant to specific
types of users [27]. For instance, adults are worried about phonebook contacts
and Wi-Fi connection list, i0S users are sensitive to the smartphone vibration,
female participants are worried about possible misuse of the smartphone cam-
era. By combining features and types of users, it might be possible to design
mechanisms and methodologies to improve the clarity and the transparency
of authorization requests, to force app developers, OS and phone producers to
provide warnings tailored to users.

The remainder of the paper is organized as follows: Section 2 presents
recent studies focused on privacy in the mobile ecosystem; Section 3 describes
methods, data and results of the performed analysis; Section 4 analyzes the
users’ behavior and in Section 5 we draw our conclusions.

2 Literature Review

In literature, different studies focused on technological solutions to preserve
privacy in the mobile ecosystem [28-30], but since our focus is different, in
the following we review studies that focused on privacy perception and/or
users’ behavior in the mobile environment. Shklovski et al. [14] focused on
Android users and used a questionnaire to investigate the relationship between
privacy and mobile users. Results showed that users felt their personal space
violated when they are confronted with the behaviors of the apps installed on
their phones. Khalid et al. [31] focused on privacy perception and analyzed
user-reviews available on the app stores. Results showed that privacy is the
most negatively-impacting complaint. Aditya et al. [21] focused on privacy
threats and compared the mobile environment against the classic ones. Results
highlighted that privacy threats within the mobile environment are different
and more dangerous than in prior systems. Baig et al. [32] focused on mobile
healthcare applications and found out critical issues and challenges related to
security and privacy of data. Balebako et al. [20] focused on game applications
and conducted a lab study with 19 participants to investigate their existing
understanding of potential privacy leakages while using two smartphone game
applications. Results showed that 13 out of 19 participants did not know that
data would be shared for the purpose of advertising. Alenzei and Almomani
[33] focused on Android OS and analyzed the 71 most rated educational apps
and they classified the requested permissions into four categories (i.e., from
normal to dangerous) in order to improve the users’ awareness towards possible
misuse of personal data.

A few studies analyzed the user’s behavior regarding application permis-
sions, proposing strategies to increase awareness. In [24], the authors present
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an approach to assist users in understanding and deciding upon apps pri-
vacy implications, through the implementation of a mobile application, called
Aware. Such an application provides users with the summary of the applica-
tions installed on the smartphone, the resources they access, and what are the
motivations for that. Moreover, the app is capable of nudging (in the form
of notifications) the user when certain sensitive data are accessed. A similar
approach has been investigated by Hazim et al. [34]. The authors evaluated
the benefits of giving users an app permission manager and of sending them
nudges intended to raise their awareness of the data collected by their apps.
Through a test applied to 23 participants, they showed that nudges cause
users to more effectively control their privacy. Although interesting, it is to
note that the results are based on a limited set of data (23 participants and 18
days of monitoring). Liu et al. [35] proposed and evaluated a ” Personalized Pri-
vacy Assistant” able to assist users in permission settings. Users appreciated
the assistant, but participants only changed 5.1% of the settings previously
adopted. Our study deepens the privacy perception study (i.e., in addition to
the generic perception, our goal is to investigate privacy perception towards
personal contacts, smartphone camera, Wi-Fi networks list, running apps list,
and vibration) and the user’s behavior study (i.e., through the analysis of the
apps actually installed on the users’ smartphones)

3 Privacy Perception Analysis
3.1 Methodology

To understand privacy perception (H1), we developed a questionnaire based
on a within-subject approach, where the controlled variable is the knowledge
about possible misuse of user’s data. The first part of the questionnaire estab-
lishes the initial perception towards privacy: a simple question about privacy
“Rate the importance you give to your privacy when using a smartphone” with
alternative answers (“high”, “moderate”, “some”, “none”, and “no idea”) and
7 specific questions concerning personal contacts, multimedia contents, Wi-Fi
connections, microphone, camera, running apps, and vibration. The second
part of the questionnaire introduces the controlled variable, i.e. knowledge on
possible problems users might incur in by sharing specific kind of data (e.g.,
access to microphone allows an App to record conversations going on around
the phone) and repeats the same questions of the first part.

3.2 Participants

We asked for volunteers participations over our universities’ platforms and
we received collaboration by 200 volunteers: 55% female and 45% male, 70%
young (below 30 years of age) and 30% adult (above 30 years), 66% with
Android phone and 32% with iOS phone.
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Table 1: Overall Privacy Perception

High Moderate Some None No Idea

All Before  30% 51% 9% 0% 10%
After 82% 16% 1% 0% 1%
Male Before  38% 45% 8% 0% 9%
After 77% 21% 1% 0% 1%
Female Before  23% 55% 11% 0% 11%
After 87% 12% 0% 0% 1%
Android Before 33% 49% 10% 0% 9%
After 81% 17% 1% 0% 2%
iOS Before  24% 59% 7% 0% 9%
After 87% 13% 0% 0% 0%
Young Adults Before 27% 43% 8% 0% 10%
After 82% 13% 1% 0% 1%
Adults Before  37% 39% 14% 0% 10%
After 82% 14% 0% 0% 2%
3.3 Results

In the following, we present the results obtained from analyzing the answers to
the questionnaire. In addition to the obtained results, we show the p value of
the t.test (alpha=0.05) that checks whether results are statistically significant
or not.

Overall Perception: “Rate the importance you give to your privacy when
using a smartphone”. Table 1 shows the importance given to privacy by partic-
ipants. Initially, the majority of the participants selected “moderate” (51%).
Looking at the different categories, the “moderate” answer was the most se-
lected one by male users (45%), female users (55%), Android users (49%),
i0S users (59%), young-adults (43%) and adults (39%). Then, we show par-
ticipants some examples of what malicious apps can do and the perception
completely changed and the most selected option was “high”: all users (82%),
male users (77%), female users (87%), Android users (81%), iOS users (87%),
Young adults (82%) and adults (82%). Results are statistically significant as
p < 0.0001 and confirm H1: the introduced variable (i.e., the knowledge about
possible misuse of smartphone data) affected the participants’ answers.

Contacts. “Rate the importance you give to your contacts list when using
a smartphone”. The extra knowledge given before the second part of the test
is: malicious apps might get and sell your contacts list. The “high” option
moved from 30% to 82% (p = 0.0063). A deeper analysis shows that female
participants were more worried than males and also that extra knowledge
affected both groups in a similar way: +64% (p = 0.008) for females and +39%
(p = 0.241) for males. However, it is to note that results for male participants
were not statistically significant. With respect to the other categories: Android
(+58%, p = 0.022), i0S (+63%, p = 0.153), young adults (+55%, p = 0.019)),
adults (+45%, p = 0.138)).

Microphone. “Rate the importance you give to the microphone device
when using a smartphone”. The extra knowledge given before the second part
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is: malicious apps might turn your microphone on and record everything you
say and hear. On average, the “high” option moved from 46% to 80% (p <
0.0001). In details, male users (+20%, p = 0.021), female users (+45%, p <
0.0001), Android users (+30%, p < 0.0001), iOS users (+43%, p < .0004),
young adults (+34%, p = 0.002) and adults (+31%, p < 0.0001).

Wi-Fi connections. “Rate the importance you give to the Wi-Fi connec-
tions list when using a smartphone”. The extra knowledge given in the second
part is: malicious apps might understand your position even if you have ex-
plicitly said that you do not want to be geolocated and turned GPS off.

On average, the “high” option moved 30% to 77% (p < 0.0001). In details,
male users (+37%, p < 0.0001), female users (+55%, p < 0.0001), Android
(+42%, p < 0.0001), i0S (+61%, p < 0.0001), young adults (+50%, p <
0.0001) and adults (+39%, p < 0.0001). It is to highlight that the percentage
of female participants who answered “no idea” passed from 29% to 0%, a clear
indication that people ignored what can be done with the data. Similarly, iOS
users moved from 30% to 91%.

Vibration. “Rate the importance you give to the vibration feature when us-
ing a smartphone”. The extra knowledge given in the second part is: malicious
apps might silence the vibration to delay your reading of possible warning mes-
sages such as bank account accesses. On average, the “high” option moved from
8% to 61% (p < 0.0001). In details, male users (from 5% to 48%, p < 0.0001),
female users (from 11% to 71%, p < 0.001), Android users (from 9% to 55%,
p < 0.0001), i0S users (from 7% to 74%, p < 0.001), young adults (from 7%
to 53%, p < 0.0003), adults (from 12% to 78%, p < 0.0001).

Running Apps. “Rate the importance you give to the list of running apps
when using a smartphone”. The extra knowledge given in the second part is:
malicious apps might close security or antivirus apps in order to take control
of your smartphone. On average, the “high” percentage moved from 12% to
73% (p < 0.0001). In details, male uses (from 12% to 62%, p < 0.0008),
female users (from 13% to 82%, p < 0.0001), Android users (from 12% to
1%, p < 0.0001), iOS users (from 15% to 81%, p < 0.004), young adults
(from 13% to 66%, p < 0.0001), adults (from 12% to 90%, p < 0.0005).

Multimedia Storage. “Rate the importance you give to the multimedia
storage when using a smartphone”. The extra knowledge given in the second
part is: malicious apps might access and download your personal pictures and
videos. On average, the “high” option moved from 57% to 79% (p < 0.0003).
in details, male users (from 55% to 71%, p < 0.03), female users (from 59%
to 85%, p < 0.006), Android users (from 53% to 74%, p < 0.001), iOS users
(from 67% to 93%, p = 0.1 not significant), young adults (from 53% to 75%,
p < 0.005), adults (from 67% to 86%, p < 0.008).

Camera. “Rate the importance you give to the camera device when using a
smartphone”. The extra knowledge given in the second part is: malicious apps
might turn your camera on and record everything. On average, the “high”
option moved from 53% to 84% (p < 0.0001). In details, male users (from 60%
to 77%, p < 0.01), female users (from 48% to 90%, p < 0.0001), Android users
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(from 53% to 81%, p < 0.001), iOS users (from 56% to 91%, p < 0.001), young
adults (from 48% to 83%, p < 0.0001), adults (from 65% to 84%, p < 0.006).

Location. “Rate the importance you give to your location when using a
smartphone”. The extra knowledge given in the second part is: malicious apps
might know where you are and sell this info to third parties. On average, the
“high” option moved from 48% to 71% (p < 0.001). In details, male users
(from 51% to 65%, p < 0.02), female users (from 46% to 76%, p < 0.001),
Android users (from 48% to 64%, p < 0.01), iOS users (from 50% to 85%,
p < 0.01), young adults (from 49% to 72%, p < 0.001), adults (from 45% to
67%, p < 0.01).

ID Smartphone. “Rate the importance you give to the ID of your phone
when using a smartphone”. The extra knowledge given in the second part
is: malicious apps might know your telephone number and IMEI and might
sell this info to third parties. On average, the “high” option moved from 28%
to 73% (p < 0.01). In details, male users (from 23% to 65%, p < 0.001),
female users (from 32% to 79%, p < 0.002), Android users (from 26% to 68%,
p < 0.02), i0S users (from 35% to 85%, p < 0.01), young adults (from 29% to
68%, p < 0.003), adults (from 25% to 80%, p < 0.001).

Network. “Rate the importance you give to the Network information when
using a smartphone”. The extra knowledge given in the second part is: mali-
cious apps might download and install software without your permission. On
average, the “high” option moved from 12% to 74% (p < 0.001). In details,
male users (from 8% to 68%, p < 0.001), female users (from 15% to 79%,
p < 0.001), Android users (from 12% to 73%, p < 0.04), iOS users (from 13%
to 80%, p < 0.001), young adults (from 10% to 68%, p < 0.001), adults (from
16% to 88%, p < 0.002).

SMS. “Rate the importance you give to SMS when using a smartphone”.
The extra knowledge given in the second part is: malicious apps might send/delete
SMS without your permission. On average, the “high” option moved from 63%
to 78% (p < 0.002). In details, male users (from 52% to 73%, p < 0.002), fe-
male users (from 71% to 83%, p < 0.01), Android users (from 55% to 73%,
p < 0.001), iOS users (from 78% to 89%, p < 0.0001), young adults (from 58%
to 74%, p < 0.002), adults (from 75% to 88%, p < 0.004).

We conclude by observing that knowledge also affected volunteers initial
perception. Indeed, some issues related to privacy have been discussed by me-
dia and educational institutions, and people are starting to understand possi-
ble misuse of some type of personal data: people is nowadays more aware than
yesterday that they should be careful when spreading their contents (and the
"high” option initially is at 57% for multimedia storage, and at 63% for SMS),
people heard the ”story” of how one can be spied through device cameras or
microphones (and the "high” option is initially at 53% for camera, and at
46% for microphone), and people have been alerted of the dangers of being
geolocated (and the "high” option is at 48% for location). On the contrary, no
great debate addressed possible misuses of smartphone vibrations (”high” op-
tion initially at 8%), or network information ("high” option initially at 12%).
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4 Analysis of Users’ Behavior
4.1 Methodology

To evaluate H2, we asked for volunteers willing to share with us the list of
the apps installed on their smartphones. Volunteers were recruited through
friends, acquaintances, and family referrals using the snowball strategy. We
have been contacted by 30 people: 60% male and 40% female, 71% young
(below 30 year-old) and 29% adult (above 30 year-old), 86% with Android and
14% with 10S. The total number of installed apps amounts to 843, excluding
those that usually might access to every single data on a smartphone such as
the manufacture ones, network providers and OS developers apps.

We manually analyzed the authorizations requested by the 843 apps focus-
ing on the same features of the previous section (contacts, microphone, Wi-Fi
connections, vibration, running apps, multimedia storage and camera) in order
to check if the apps requests go beyond their needs. When this happens, we
might be facing data abuse.

4.2 Data and Results

Participants have few common applications: Whatsapp (87% of the partici-
pants has it on their smartphone), Telegram (68%), Facebook (60%), Spotify
(60%), Instagram (60%), Dropbox (41%) and Skype (36%). In general, only
16% of the analyzed apps are installed on more than one smartphone, whereas
84% of the apps are used by a single volunteer. In details, the analysis of
authorization requests by the 843 apps reveal an alarming scenario:

— Contacts. 24% of the installed apps access to this data and 39% of them
violate the user’s privacy;

— Location: 36% of the installed apps access to this data and 28% of them
violate the user’s privacy;

— ID Telephone: 8% of the installed apps access to this data and 68% of
them violate the user’s privacy;

— SMS: 7% of the installed apps access to this data and 37% of them violate
the user’s privacy;

— Multimedia storage: 56% of the installed apps access to this data and
29% of them violate the user’s privacy;

— Microphone: 12% of the installed apps access to this data and 38% of
them violate the user’s privacy;

— Wi-Fi connections list: 33% of the installed apps access to this data and
52% of them violate the user’s privacy;

— Vibration: 37% of the installed apps access to this data and 22% of them
violate the user’s privacy;

— Running apps list: 7% of the installed apps access to this data and 58%
of them violate the user’s privacy;
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Table 2: Percentage of installed apps that might violate users’ privacy.

Male Female Android iOS  Young adults Adults

Contacts 13% 15% 15% 15% 13% 16%
Microphone 4% 14% 9% 12% 10% 11%
Wi-Fi Connection list 39% 33% 36% 35% 34% 38%
Vibration 3% 9% 6% 8% 8% 5%
Running Apps 11% 13% 10% 15% 12% 12%
MM Storage 17% 18% 20%  16% 16% 21%
Camera 17 % 25% 23%  20% 19% 26%

— Photo camera: 26% of the installed apps access to this data and 46% of
them violate the user’s privacy;

— Video camera: 14% of the installed apps access to this data and 64% of
them violate the user’s privacy;

With respect to the users’ behavior, Table 2 shows an in-depth analysis
related to different groups of people (i.e., male, female, android users, iOS
users, young adults and adults). It can be noted that, among the possible
abuses, there is clearly an unmotivated access to the list of wifi networks
(probably due to the need to locate the user), but there are no groups that are
more exposed than others to possible abuses. The most noticeable difference
concerns the microphone where 4% of the male users are exposed to privacy
violation, whereas 14% of female users are exposed to privacy violation.

5 Conclusions

In this paper, we investigated privacy perception and users’ behavior in the
mobile ecosystem. Our hypotheses: users ignore the relationship between au-
thorization requests and privacy and this lack of knowledge affects their per-
ception towards privacy (H1); users install applications that access sensitive
data that are not necessary for their correct functioning (H2). To assess H1,
we asked 200 volunteers to participate to three-phases experiment: 1) fill a
questionnaire related to privacy perception and behavior; 2) listen to what
applications might do with personal data; 3) answer to the same questions of
phase 1. By comparing the overall perception before and after the introduction
of extra knowledge, the obtained results statically confirmed H1 (p < 0.0001).
Indeed, the majority of users changed their perception, showing that the lack
of knowledge affects privacy perception. For instance, participants have little
information about the Wi-Fi networks list, iOS users are surprised about a
possible misuse of the vibration sensor, adults are concerned about the use
of the running apps list, women have increased their concern about possible
microphone and camera abuse. To assess H2, we asked 30 volunteers to share
with us the list of installed apps and then we analyzed the permissions re-
quested by these apps. By analyzing the 843 apps, we observed that users are
subject to privacy abuses as installed apps access more sensitive data than
necessary, confirming our hypothesis H2.
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This study is the first step towards a safer mobile ecosystem as it identifies

features relevant to specific types of users. By combining features and types
of users, authorization requests can be more understandable and effective. For
example, since adults are concerned about phonebook contacts and about the
list of Wi-Fi connections, when an application requires access to this data, the
authorization message should warn users about privacy risks.
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