Characterization of very-large-scale motions in high-Re pipe flows
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Abstract

Very-large-scale structures in pipe flows are characterized using an extended Proper Orthogonal Decomposition (POD)-based estimation. Synchronized non-time-resolved Particle Image Velocimetry (PIV) and time-resolved, multi-point hot-wire measurements are integrated for the estimation of turbulent structures in a pipe flow at friction Reynolds numbers of 9500 and 20000. This technique enhances the temporal resolution of PIV, thus providing a time-resolved description of the dynamics of the large scale motions. The experiments are carried out in the CICloPE facility. A novel criterion for the statistical characterization of the large scale motions is introduced, based on the time-resolved dynamically-estimated POD time coefficients. It is shown that high-momentum events are less persistent than low-momentum events, and tend to occur closer to the wall. These differences are further enhanced with increasing Reynolds number.
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1. Introduction

Dimensional arguments lead to assume a universal behavior – i.e. independent of Reynolds number and geometry – in the near-wall region of wall-bounded turbulent flows, when using suitable viscous quantities for scaling (such as the friction velocity \(u_\tau\) and the viscous length-scale \(\ell_\tau\)). A most-celebrated evidence of this universality is the law of the wall, which incorporates the logarithmic mean velocity profile (see e.g. Ref. \[1\] and \[2\]). However, with the increasing availability of accurate high-Reynolds-number data, not only concerning the mean flow, but also higher-order statistics of turbulent fluctuations, this view has been progressively challenged (see, e.g. Refs. \[3\] \[4\] \[5\] \[6\] \[7\]).

The scaling of the higher-order velocity statistics is, for instance, controversial. Recent measurements suggest that, in a pipe flow, all the components of the Reynolds stress tensor adhere to the scaling obtained from Townsends attached eddy hypothesis \[7\]. However, the viscous scaling fails to collapse the inner peak of the streamwise velocity variance \[8\] \[9\]. Moreover, spectral analysis of the turbulent fluctuations shows that the outer region is dominated by very low frequency motions, whose magnitude and size do not collapse in inner nor in outer scaling \[6\] \[10\]. These scaling anomalies undermine the grounds for near-wall turbulence descriptions based on complete scale separation.

Hence, the interaction between small scales and geometry and Reynolds-dependent large scales should be taken into account.

The role of coherent structures is believed to be particularly relevant in this picture. More specifically, a key role in the mechanism of turbulent production appears to be played by structures extending over several outer-length scales, referred to as large-scale motions (LSMs) and very-large-scale motions (VLSMs) \[11\] \[12\] \[13\]. LSMs and VLSMs carry more than half of the kinetic energy and Reynolds shear stresses in a fully developed turbulent pipe flow \[14\]. These findings go along with the attached-eddy-hypothesis \[13\], which attributes a large fraction of the turbulent kinetic energy in the flow to coherent flow patterns that are attached to the wall \[16\]. Although, wall-attached structures are found to contribute the most to the skin-friction generation, the fraction due to LSM and VLSM is not negligible \[17\]. Additionally, several studies have shown that these large structures, although arising in the outer region, interact systematically with the inner layer by modulating the amplitude of the near-wall fluctuations \[8\] \[15\]. The aforementioned findings highlight, that understanding the dynamics of LSMs and VLSMs can pave the way to prediction \[19\] and control \[20\] of the near-wall turbulence behavior and hence skin-friction generation using only the information extracted from the outer region. Consequently, recent efforts have been focused on the dynamics of large-scale outer-layer structures and on the quantification of their interaction with the small-scale...
near-wall eddies \[21\].

The origin and definition of LSMs and VLSMs is controversial. A widely accepted picture of LSMs is of patches of uniform momentum, with size of the order of 2-3 outer scales \[11\]. The origin of LSMs can be ascribed to the alignment of vortex packets travelling together at the same convective velocity \[22\]. VLSMs (also referred as super-structures in external flows \[15\]) have similar features, only being larger in size (even larger than 10 outer scales) and with characteristic meandering behaviour. The origin of VLSMs is still rather unclear. Kim and Adrian \[11\] explained their existence as the result of the merging of several LSMs. Subsequent studies \[23, 24\] demonstrated that the dynamics of the structures in the outer layer is independent of smaller structures near the wall. More recently, Hellström et al. \[25\] observed the presence of a structure consisting of wall-attached and wall-detached large-scale structures, which appears to be related to the VLSMs formation. Hellström et al. \[26\] demonstrated that the radial POD (Proper Orthogonal Decomposition) modes exhibit a self-similar behavior, where a single length scale is sufficient to represent the complete structure.

Several challenges have to be undertaken for the direct observation and measurement of VLSMs. The observation of the VLSMs requires a large field of view and a high spatio-temporal resolution, as well as a long acquisition time in order to ensure sufficient statistical convergence. The requirements in terms of spatial and velocity dynamic range challenges state-of-the-art field velocimetry techniques, with the ratio between the largest and smallest measurable scale of the order of 100, and even smaller for volumetric velocimetry \[27\]. Additionally, temporal resolution is difficult to achieve due to hardware limitations. In this work a quantitative characterization of VLSMs is achieved by exploiting the temporal resolution of hot-wire (HW) probes and the spatial resolution of non-time-resolved planar particle image velocimetry (PIV). Discetti et al. \[25\] recently assessed a methodology for the filtered dynamic estimation of turbulent flows to blend spatially and temporally-resolved measurements. The approach is based on the extended Proper Orthogonal Decomposition \[21\] Linear Stochastic Estimation (LSE) tools as in Refs. \[20, 51, 52\].

The experiments are carried out in the Long Pipe Facility at the Center for International Cooperation in Long Pipe Experiments (CICLoPE \[53\]), a facility that allows to explore a wide Reynolds-number range, while keeping the smallest scales of turbulence resolvable e.g. with standard HW probes. The experiments are performed with a synchronized acquisition of PIV snapshots and HW sequences from a rake of 5 probes located immediately downstream of the PIV measurement domain. The experimental setup and the methodology are outlined in Sec. 2. An objective machine-learned criterion to define a LSM based on the results of Proper Orthogonal Decomposition analysis of the PIV fields is outlined in Sec. 3. The long data sequences allow a full statistical characterization of the very-large-scale motions in the pipe. A novel modal analysis technique (Extended POD) is applied to assess location and duration of these motion. Furthermore, we can identify the Reynolds-number-dependent characteristics of low- and high-momentum motions.

2. Methodology

2.1. The Long Pipe facility

The Long Pipe facility at CICLoPE is a 111.15 m long pipe embedded in a closed-loop circuit (see fig. 1). The inner diameter of the pipe is of \(D = 2R = 901\) mm, and the resulting length to diameter ratio is \(L/D \approx 124\). The facility includes a heat exchanger (temperature controlled within \(\pm0.1^\circ C\)), a 4-stage axial fan, a settling chamber with honeycomb and 5 anti-turbulence screens, and a 4:1 contraction. The range of friction Reynolds numbers \((Re_f)\) that can be currently be achieved is from 3,000 to 40,000. The corresponding viscous length scales in this range vary between 88 and 11 \(\mu m\) which is sufficiently large to avoid spatial filtering effects with standard hot-wire probes. Each of the 22 pipe sections has 4 pressure ports and 4 access locations at 90° of angular spacing. The streamwise pressure gradient \(\partial P/\partial x\) is obtained by fitting a linear trend to the static pressure measurements in the range 80 < \(x/D\) < 110. The wall shear stress \(\tau_w\) is estimated as \((D/4)(\partial P/\partial x)\). The resulting friction velocity is obtained as \(u_\tau = \sqrt{\tau_w/\rho}\). An L-shaped Prandtl tube is mounted 5 pipe diameters upstream of the measurement stations to monitor the centerline speed \(U_c\). The bulk velocity \(U_{bulk}\) is computed, instead, from the pressure drop across the contraction.

2.2. Measurement setup

The experiments are performed at a measurement station located at \(L/D \approx 120\), where the flow is fully developed (i.e. the pressure drop is balanced by the skin friction and the mean velocity is invariant in the streamwise direction). Specifically, the mean pressure gradient is found to be linear starting from at least \(x/D = 50\) and previous measurements of the mean streamwise velocity profiles at \(x/D = 116\) and \(x/D = 123\) have been found to be indistinguishable, thereby justifying our current measurements between these two streamwise stations (see chapter 3 of the PhD thesis by Fiorini \[54\] for more details). Single-wire HW probes are mounted on a rake at wall-normal positions following an approximate logarithmic distribution: \(y/R = 0.085, 0.17, 0.26, 0.43, 0.77\), as sketched in Figure 2. The blockage produced by the probes and the resulting length to diameter ratio is \(L/D \approx 124\). The probes are manufactured by soldering a fully-etched Platinum wire with a nominal diameter of 5 \(\mu m\) to the conical steel prongs. The length of the sensitive wire is 1 mm to keep the wire aspect ratio equal to 200. Carbon fiber probe holders are used to reduce the effect of mechanical vibrations on the measurements. The overall
Table 1: Experimental flow parameters: friction Reynolds number ($Re_\tau$), centreline ($U_c$), bulk ($U_{bulk}$) and friction ($u_\tau$) velocities, viscous length scale ($\ell_*$), density ($\rho$) and kinematic viscosity ($\nu$) of the fluid.

<table>
<thead>
<tr>
<th>Case</th>
<th>$Re_\tau$</th>
<th>$U_c$ [m/s]</th>
<th>$U_{bulk}$ [m/s]</th>
<th>$u_\tau$ [m/s]</th>
<th>$\ell_*$ [\mu m]</th>
<th>$\rho$ [kg/m$^3$]</th>
<th>$\nu$ [$10^{-6}$ m$^2$/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9500</td>
<td>9.4</td>
<td>8</td>
<td>0.32</td>
<td>48</td>
<td>1.20</td>
<td>15.1</td>
</tr>
<tr>
<td>2</td>
<td>20000</td>
<td>20.7</td>
<td>18.2</td>
<td>0.68</td>
<td>23</td>
<td>1.19</td>
<td>15.3</td>
</tr>
</tbody>
</table>

Table 2: Acquisition settings: sampling frequency of HW ($f_{HW}$) and PIV ($f_{PIV}$), sampling time of the HW probes in dimensional ($t$) and non-dimensional form ($tU_b/R$), number of HW samples associated to each PIV snapshot ($N_t$) and total number of PIV snapshots ($N_s$). Data were captured in two runs per case, each one of duration $t$.

<table>
<thead>
<tr>
<th>Case</th>
<th>$Re_\tau$</th>
<th>$f_{HW}$ [Hz]</th>
<th>$f_{PIV}$ [Hz]</th>
<th>$t$ [s]</th>
<th>$(tU_b/R)$</th>
<th>$N_t$</th>
<th>$N_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9500</td>
<td>10000</td>
<td>5</td>
<td>1200</td>
<td>21280</td>
<td>600</td>
<td>10000</td>
</tr>
<tr>
<td>2</td>
<td>20000</td>
<td>20000</td>
<td>5</td>
<td>1200</td>
<td>48450</td>
<td>600</td>
<td>10000</td>
</tr>
</tbody>
</table>

Figure 1: Overview of the Long Pipe (LP) facility: 1) The carbon-fiber pipe 2) Rectangular expanding corners 3) Heat Exchanger 4) Fan assembly 5) Round corners 6) Settling chamber and Convergent assembly. The arrow shows the flow direction. The red, blue and gray markers indicate the location of the measurement station, of the Pitot tube and the PIV seeding particles inlet, respectively.

Figure 2: Left: Schematic of: hot-wire rake location, PIV image area, origin and orientation of the coordinate system. Right: PIV imaging setup.

Blockage area of the rake is < 3% of the pipe cross-section area, which ensures minimal intrusivity. The hot-wires are operated through a Dantec StreamLine 90N10 frame with 90C10 CTA modules. An analogue low-pass filter at half the HW sampling frequency is used prior to data sampling in order to avoid aliasing. The probes calibration (fitted to a 4th-order polynomial curve) is performed in situ against the Prandtl tube (located at the centerline 7 $D$ upstream.
the HW rake). The hot-wires are moved to the centerline during calibration.

PIV is used to perform flow-field measurements in a radial streamwise/wall-normal plane. The optical access is provided by two transparent methacrylate windows, placed at the bottom and side accesses (Figure 2). The bottom optical access is used to illuminate a radial vertical plane. The illumination is provided by a double-pulsed Quantel Evergreen Nd:Yag Laser (200 mJ/pulse at 15 Hz). The laser has been placed horizontally below the test section. The light beam is redirected in the vertical direction via a 45° mirror and then shaped into a thin plane using a spherical converging lens and a diverging cylindrical lens. The thickness of the laser sheet is approximately 1 mm. The flow is seeded with a 1 µm diameter water/glycol-mixture droplets produced with a Laskin nozzle. The seeding particles are introduced in the most upstream section of the pipe (≈ 115 D upstream the measurement region) to minimize the perturbation of the flow.

A sCMOS Andor Zyla camera is used as recording device. The camera has a full-frame resolution of 2560 × 2160 pixels², with a pixel size of 6.5 × 6.5 µm². A 50 mm macro objective, set at numerical aperture of f/# = 11 and equipped with a 0.45 × wide angle adapter, is employed to image a region of approximately 27 × 27 cm² with 0.1 < y/ R < 0.65. The camera is placed with a view angle of ≈ 30° with respect to the direction normal to the PIV plane; an optical calibration is carried out to obtain a mapping of the local magnification in the laser plane. The procedure is performed before and after each experimental run to assess possible misalignments due to vibrations during the experiments.

The PIV images are pre-processed in order to eliminate background light reflections and improve the image quality using a POD-based filter [28]. In all cases, the subtraction of 10 modes was sufficient to obtain a satisfactory removal of the background contamination. Velocity vector fields are estimated through digital cross-correlation analysis of the particle images with an iterative multi-grid/multi-pass image deformation algorithm [36], with final interrogation windows of 48 × 48 pixels² size and 50% of relative overlap (the final vector spacing is 24 pixels, i.e. ≈ 3 mm in both directions). A validation based on ensemble statistics at each grid point (3 σ criterion) is applied, and the outliers are replaced with an iterative POD-based procedure, similar to the one proposed in Ref. [39]. The vector fields are then spatially re-mapped and corrected taking into account the local magnification and viewing angle and for the effects of optical distortion. The relatively small magnification ensures that the errors due to misalignment of the laser sheet and the reference calibration plane are negligible [40].

The PIV acquisition system is controlled with a high-precision pulse generator. The synchronization between PIV and HWA is achieved recording simultaneously the 5 HW signals and the pulse signals corresponding to the PIV laser firing. In total, 6 analog input channels of two NI-9215 modules are used. All the NI modules are mounted on a Ni-cRIO-9068 real-time controller. The acquisition parameters corresponding to each experimental condition are reported in Table 1.

2.3. Dynamic estimation of the flow field with extended POD

The procedure for the dynamic estimation of the flow fields is briefly outlined here. The reader is referred to Ref. [28] for a more exhaustive description. The POD snapshot method [41] is first applied both on the PIV and HW datasets. The fluctuating velocity fields are rearranged to form a Ns × 2Np snapshot matrix \( U_{PIV} = [u, v] \), where \( N_s \) is the number of snapshots and \( N_p \) is the number of PIV grid points for each velocity component u (streamwise) and v (wall-normal). Similarly, a HW snapshot matrix is built; in order to increase the number of probes, a set of virtual probes is built by assigning to each of the PIV snapshot instantly a portion \( N_t \) of the HW samples. The probes data matrix \( U_{HW} \), consequently, has as many rows as the \( N_s \) PIV snapshots, and \( N_t \) × columns, with \( N_t \) being the number of HW samples assigned to each PIV snapshot (see Table 2) and \( p \) the number of probes. A Singular Value Decomposition (SVD) of the snapshot matrices results in:

\[
\begin{align*}
U_{PIV} &= \Psi_{PIV} \Sigma_{PIV} \Phi_{PIV}^T, \\
U_{HW} &= \Psi_{HW} \Sigma_{HW} \Phi_{HW}^T,
\end{align*}
\]

in which \( \Psi \) and \( \Phi \) contain the temporal and spatial modes, respectively, of (and form a basis for) the velocity fields and the probe signals, and \( \Sigma \) represents the diagonal matrices containing the singular values. The dynamic estimation of the VLSM leverages on the mutual interrelation between the non-time resolved PIV snapshots and the set of data from high speed probes, described by the time correlation matrix between time coefficients of the probe and flow field modes \( \Psi_{HW} \Psi_{PIV}^T = \Xi \). The matrix \( \Xi \) can be used to provide an LSE of the time-coefficients of the flow field modes given the probe signals time coefficients. This is equivalent to a Multi-Time Delay LSE approach [50, 52]. The snapshot \( \mathbf{u}_{HW} \) at a generic time instant t can be used to estimate the time coefficients \( \hat{\psi}(t) \) and, eventually, the flow fields \( \hat{\mathbf{u}}(t) \):

\[
\begin{align*}
\hat{\psi}_{HW}(t) &= \mathbf{u}_{HW}(t) \Phi_{HW} \Sigma_{HW}^{-1} \\
\hat{\psi}(t) &= \hat{\psi}_{HW}(t) \Xi \\
\hat{\mathbf{u}}(t) &= \hat{\psi}(t) \Sigma_{PIV} \Phi_{PIV}^T,
\end{align*}
\]

where the \( \psi_i \) elements of each \( \hat{\psi} \) vector are the time coefficients of the \( i^{th} \) mode. A crucial step in this process consists in removing spurious contributions due to the uncorrelated part of the probes and velocity field data. [28] proposed to use a 3 σ criterion, i.e. remove all entries \( \Xi_{ij} \) with absolute values smaller than 3 times the standard deviation of its rows/columns (3/√\( \Xi_{ii} \)). The same approach is followed in the present study.
3. Results and discussion

3.1. Modal decomposition of the velocity fields

The POD eigenspectrum is reported in figure 3. Around 27% of the in-plane turbulent kinetic energy is ascribed to the first mode, with barely any visible Reynolds number dependence. Large scale motions (corresponding to the first POD modes, see Ref. [42]) contain more than 40% of the turbulent kinetic energy if the modes from 1 to 3 are taken into account.

The spatial modes 1 to 3 are reported in figure 4 for $Re_\tau = 9500$. In agreement with Refs. [42] and [43] for flat plate boundary layers (both with and without pressure gradient), the first spatial mode (figure 3), when combined with a positive time coefficient represents an event with positive streamwise velocity and negative wall-normal velocity which brings high-momentum flow towards the wall, i.e. it is a sweep-like event. However, in equation (2) the flow fields are obtained combining the POD spatial modes multiplied by their associated energy content (POD singular value) and their respective time coefficients. The time-coefficient vector has zero mean, implying that mode 1 represents a sweep-like event whenever multiplied by a positive time coefficient and an ejection-like event whenever multiplied by a negative time coefficient. This is in substantial agreement with what was found in Refs. [44] and [43], i.e. that sweeps and ejections are mirror images of one another; being true for all wall-bounded flows. The proposed definition of sweeps and ejections differs from the classical one based on local quadrant analysis, as it refers explicitly to a certain flow field organization in an extended domain.

The modes from 2 to 3 are correction terms which are needed to determine the radial position and thickness of the sweeps/ejections. In particular, in presence of a sweep, a positive (negative) time coefficient for mode 2 would move the sweep towards (farther away from) the wall. A positive (negative) time coefficient of mode 3 would make the sweep thinner (thicker) in the radial direction. It has to be noted that modes 3 and 4 share a similar amount of energy. It is not surprising, thus, that for the case at $Re_\tau = 20000$, the energy ranking of these two modes is inverted. According to this description, in the following, sweeps/ejections will be characterized by making use of the modes time coefficients.

3.2. Dynamic estimation of POD time coefficients

Following the methodology proposed in Refs. [28] and summarized in Sec. 2.3, the reconstruction quality is assessed in terms of the determination coefficient:

$$r^2(m) = 1 - \frac{\sum_{i=1}^{N_s} (\Psi_{PIV,i,m} - \hat{\Psi}_{i,m})^2}{\sum_{i=1}^{N_s} (\Psi_{PIV,i,m})^2}, \quad m = 1, \ldots, N_m,$$

(3)

with $m$ indicating the mode number, and $i$ being the generic time instant where original PIV data are available. The matrix $\Psi$ contains the estimated time coefficients for in-sample data, i.e. in the same time instants of the PIV snapshots. It is important to remark that, if no filtering is applied to the time-correlation matrix, the extended POD procedure would be equivalent to an LSE [29], thus leading to $r^2 = 1$ for all modes (and consequently not providing any significant information on the reconstruction quality). On the other hand, the application of the filter, as demonstrated in Ref. [28], allows using $r^2$ as an effective reconstruction quality metric, in addition to the benefit of improving the reconstruction itself in instants between PIV snapshots. The determination coefficient is reported for both tested Reynolds numbers in figure 5; histories of the reconstructed time coefficients for a small portion of the observation time are reported, along with the original PIV time coefficients to benchmark the validity of the reconstruction. If a determination coefficient of 0.4 is set as a minimum quality threshold, for the case with $Re_\tau = 9500$, an acceptable reconstruction is obtained for the first 4 modes, while for $Re_\tau = 20000$, only 3 modes are retained with sufficient accuracy. This is to be ascribed to
Figure 4: POD spatial modes of the velocity fields (left: 1st; center: 2nd; right 3rd), for the test case with $Re_\tau = 9500$. The contour represents the streamwise velocity component of the POD modes with superposed streamlines indicating the streamwise-radial velocity components.

Figure 5: Left panel: determination coefficient for the two test cases. Right panels: dynamic estimation of the time coefficients for the first 3 modes (continuous black line) for a short sequence of the test case with $Re_\tau = 9500$. Circles indicate the time coefficients of the original PIV snapshots.

The larger scale separation, which leads to stronger modulation effects of the PIV data as well as spreading of the energy over a wider spectrum of wavelengths for the higher $Re_\tau$ case. This is in line with the cumulative eigenspectrum distribution (Figure 3), which experiences a slower growth for $Re_\tau = 20000$. Additionally, owing to the physical separation between the HW rake and the region of the PIV measurement, the reconstruction favors the modes containing mostly information which is convected downstream. This explains the tooth saw distribution of $r^2$. Remarkably, the dynamic estimation method extracts convective features, which persist long enough to be detected also by the HW probes, thus retaining large-scale features of the flow field.

Using Taylor’s hypothesis, the dynamically-estimated fields can be used to extract the time/space evolution of these VLSMs. An example of this process is reported in Figure 6 which provides a visual comparison of a large flow field obtained making use of the Taylor hypothesis and employing both time-resolved hot-wire data and reconstructed flow fields. The beneficial effect of the dynamic estimation is of transferring time-resolution from the hot-wire probes to the velocity field measurements; on the downside, the spatial resolution is limited to the largest scales, which are more persistent and, consequently, are highly contributing to the correlation between velocity fields and probe signals. The process is actually filtering the high-frequency part of the spectrum, thus losing information on the small scales. Nonetheless, the comparison of the VLSMs estimated using the hot-wire data and the
dynamically-estimated fields shows that the reconstruction of the large scales is satisfactory.

3.3. Statistical characterization of large scale motions

The results of the POD decomposition suggest that the first mode is largely dominant (independent of the Reynolds number within the explored range), and that it is representative of a sweep/ejection depending on its time coefficient, while the second and third modes contribute in determining position and radial extent of these events. In this scenario, having available the dynamic estimation of the time coefficients, it is possible to identify whether a high momentum (sweep) or low momentum (ejection) structure is occurring by observing the sign of the time co-
efficient of the first mode. The identification of persistent high/low momentum structures is exemplified in Figure 7 on a portion of the time-history of the first time coefficient. In order to extract only significant events to identify the appearance/disappearance of a structure, a threshold (equal to $r/\sqrt{N_s}$, i.e. the standard deviation of the estimated first temporal mode) is applied on the intensity of the time coefficients. To clarify this aspect, Figure 7 visualizes in red the presence of persistent high momentum events (about 3 turnover times in terms of $R/U_b$ in the middle of the sequence) and in blue low momentum events (about 4 turnover times, at the end of the sequence).

A statistical characterization of these events is carried out. The probability distribution functions (pdf) of the duration of high/low momentum events are shown in Figure 8. Events shorter than 1 turnover time are not included in the statistics. Even though infrequent, it is possible to identify events which persist up to 10 and 13 turnover times for $Re_\tau = 9500$ and 20000, respectively. Low-momentum events are on average longer than high-momentum events, thus suggesting a picture in which ejection-type events are more persistent in time. These findings are in agreement with previous studies in turbulent boundary layers [15] as well as channel and pipe flows [16] at lower Reynolds numbers. This effect seems to be more evident at higher Reynolds number; remarkably, this might be indicative of a broadening of the spectrum of scales involving also the upper end of the spectrum, with more persistent structures of high/low momentum.

The first POD mode locates these high-low momentum events in the region $y/R < 0.4$ (in agreement with Ref. [11]), as shown in Figure 4. Further information on the radial position and radial extent of these high/low momentum events is contained in the 2nd and 3rd mode, respectively. In order to analyze these features, the pdfs of these modes are plotted in Figure 9 conditioned to the events of occurrence of high-momentum structure ($\hat{\psi}_1 > r/\sqrt{N_s}$) and low-momentum structure ($\hat{\psi}_1 < -r/\sqrt{N_s}$). As mentioned previously, owing to the similarity of the energy content of the 3rd and 4th mode, small differences lead to an order switch for the case of $Re_\tau = 20000$; for this reason the conditional pdf is evaluated in this case for the 4th mode.

The conditional pdf of the 2nd mode – which modulates the radial position of the LSM events – shows in both cases a skewed distribution towards positive values for the case of high-momentum structures, while for low-momentum structures, the distribution is almost symmetrical around zero. Observing Figure 4 this implies that high-momentum events (sweep-type) occur closer to the wall than low momentum events (ejection-type), which instead maintain their average intensity peak around $y/R = 0.27$. This effect is further intensified as the Reynolds number increases, resulting in sweeps confined to a region even closer to the wall.

The conditional pdf of the 3rd (4th for the case at higher $Re_\tau$) mode – which modulates the radial extent of the LSM events – does not feature any significant asymmetry; nonetheless, the width of the pdf appears larger for the case of low-momentum events, thus testifying that they experience more variability in their radial thickness.

4. Conclusions

The present study reports a high-Reynolds number investigation of Very Large Scale Motions using for the first time for this purpose a combination of synchronized hot-wire anemometry and Particle Image Velocimetry with an Extended-POD-based dynamic estimation. This approach gives access to the time history of the POD modes of the velocity fields, which is very difficult to achieve at high Reynolds number. Based on the most energetic
POD modes and on the analysis of the reconstructed time-coefficients, it is possible to define and measure the duration of “global” ejection and sweep-type events, i.e. referring to a certain flow field organization in an extended domain. This provides a more complete view than the commonly used “local” approach based on quadrant analysis applied to single points. Additionally, the method provides a data-driven definition of large-scale-motion (being solely based on the time coefficient of the first POD mode), which is independent of the user input.

The proposed approach demonstrates to be a powerful instrument for the characterization of large-scale coherent motion in pipe flows. It is foreseeable that it could be applied in the most general scenario of wall-bounded turbulence. The advantage of this method is the very limited user input, which renders it a possible candidate for future implementation of flow control approaches based on VLSMs detection.

Conditional statistics on the temporal modes history reveal important features. Firstly, low-momentum large-scale ejections are more frequent and persistent in time than the high-momentum large-scale sweeps. However, both events persist for several – up to 10/12 times – integral time-scales. A second important feature is that the sweep-type structures occur in a region closer to the wall than the ejection-type. These effects are intensified at a higher Reynolds number. Lastly, the radial thickness of the high-momentum events is less variable in time than for low-momentum events, and they tend to occur prevalently close to $y/R \approx 0.25 – 0.30$.
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