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Predicting Frailty Condition in Elderly Using
Multi-Dimensional Socio-Clinical Databases

Flavio Bertini, Giacomo Bergami, Danilo Montesi, Giacomo Veronese, Giulio Marchesini and Paolo Pandolfi

Abstract—Smart Cities face the challenge of combining sus-
tainable national welfare with high living standards. In the last
decades life expectancy increased globally, leading to various age-
related issues in almost all developed countries. Frailty affects
elderly who are experiencing daily life limitations due to cognitive
and functional impairments and represents a remarkable burden
for national health systems. In this paper we proposed two
different predictive models for frailty by exploiting 12 socio-
clinical databases. Emergency hospitalization or all-cause mor-
tality within a year were used as surrogates of frailty. The first
model was able to assign a frailty risk score to each subject older
than 65 years old, identifying 5 different classes for tailor made
interventions. The second prediction model assigned a worsening
risk score to each subject in the first non-frail class, namely the
probability to move in a higher frailty class within the year.
We conducted a retrospective cohort study based on the whole
elderly population of the Municipality of Bologna, Italy. We
created a baseline cohort of 95,368 subjects for the frailty risk
model and a baseline cohort of 58,789 subjects for the worsening
risk model, respectively. To evaluate the predictive ability of our
models through calibration and discrimination estimates, we used
respectively a six-year and a four-year observation period. Good
discriminatory power and calibration were obtained, demonstrat-
ing a good predictive ability of the models.

Index Terms—Smart Healthcare, Smart City, Healthcare Data
Analysis, Frailty Condition, Aging Society, Predictive Models.

I. INTRODUCTION

Smart City is a broad concept mainly encompassing the
process through which cities become more liveable by combin-
ing different smart layers, like people, mobility, governance,
economy, environment and living [1], [2]. The challenge of
combining sustainable national welfare with high living stan-
dard is pivotal in the context of an ageing society. The ageing
phenomenon began fifty years ago due to a combination of a
higher life expectancy and a lower birth rate (Figure 1). The
trend is now quickly accelerating worldwide and according
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to 2015 United Nations reports [3], the number of people
older than 65 years old is projected to reach 16.5% of the
total world population by 2050. The elderly population is
becoming a meaningful challenge for every national welfare
system, in terms of services and costs [4], [5], as the health
spending increases considerably in higher age classes. In
2011, according to Medicare program data [6], beneficiaries
older than 65 years old requested 78% of the total Medicare
spending (Figure 2).

Fig. 1. Birth ratio versus life expectancy, world population trends from 1960
(source: World Bank Open Data).

Fig. 2. Medicare beneficiaries versus Medicare spending in 2011 (source:
Medicare, the United States national social insurance program).

In this scenario, Smart City has to face elderly people needs
at different levels, in order to make the whole environment
more comfortable for the ageing population [7], [8]. In partic-
ular, a Smart City can play a pivotal role in preventing adverse
outcomes in elderly people [9], by adequately planning health
and social care through the adoption of early screening and
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Fig. 3. Functional scheme of the frailty risk and worsening risk models. The frailty risk model stratifies subjects older than 65 years old in five classes,
while the worsening risk model further classifies non-frail subjects (identified by the purple dotted line on the bottom of the triangle) according to their risk
of becoming frail.

constant monitoring approaches [10]. The value of these strate-
gies is twofold: mitigate the increasing health costs for elderly
people and prevent negative events that might compromise
their autonomy. For instance, the assessment of the elderly
health condition allows to promote primary, secondary and
tertiary prevention strategies1, such as countermeasures under
adverse weather conditions and customized services includ-
ing personal transportation, health counseling, pharmaceutical
assistance program and family caregiver support programs.

Frailty is one of the most crucial and emerging age-related
conditions that generally represents an increasing limitation
in daily activities. Typically, frailty results from functional
decline and cognitive impairment, both contributing to develop
a higher sensitivity to minor stressor events. Usually, this con-
dition tends to get gradually worse over time, leading to several
adverse outcomes encompassing disability, institutionalization,
hospitalization and death [11], [12], [13]. Recent evidence
supports the concept of frailty defined as the cumulative
effect of heterogeneous deficits based on several socio-clinical
variables [14], [15], [16].

Since frailty may be a reversible condition [17], early
screening is of utmost importance in order to deliver preventive
and tailored interventions [18]. In this paper we proposed two
frailty predictive models for subjects older than 65 years old
by exploiting information from 12 socio-clinical databases
available in the Municipality of Bologna (Figure 3). We
firstly created a data warehouse, namely a multi-dimensional
database, combining 12 different socio-clinical data sources
with information form 2009 to 2016. The data warehouse al-
lowed to clean and integrate the data to be used in the proposed
models. The first model characterized elderly people according
to expected frailty risk2, namely the probability of hospital-
ization or death within a year, extending the frailty definition
proposed in [19]. The frailty risk model encompassed 27
clinical and socio-economic variables and was used to stratify
subjects older than 65 years old into five risk classes, where the

1Primary, secondary and tertiary prevention aim to prevent diseases, reduce
the impact of ongoing diseases and soften the impact of diseases that have
lasting effects, respectively.

2A prototype that implements the frailty risk calculator can be tested here:
http://smartdata.cs.unibo.it/frailtycalc/

first class identified non-frail subjects. The risk stratification
in five classes was proposed to help differentiating healthcare
interventions. The lower the assigned frailty risk score, the
lesser the probability that hospitalisation or death occurred
within a year. The second model assigned a worsening risk
to each subject in the lowest class, namely “non-frail” class.
The worsening risk represented the probability to become frail,
that was the risk for non-frail subjects to move in a higher
frailty class within the year. This model encompassed 26
clinical and socio-economic variables. The retrospective cohort
studies were conducted on the whole elderly population of the
Municipality of Bologna (380,181 residents in 20103). The
over 65 years old category (25.93% of the overall population)
represented the baseline cohort. In particular, we created a
baseline cohort of 95,368 subjects from 2009 to 2010 for
the first model and a new independent baseline cohort of
58,789 subjects from 2011 to 2012 for the second model.
Then, we used a six-year (2011-2016) and a four-year (2013-
2016) observation period4 to assess the predictive ability of
the frailty risk and worsening risk model, respectively.

The strengths of our study include its population-based
design, the use of high quality routinely collected data from
socio-clinical databases and the inclusion of several socio-
clinical variables, that is a step forward in the field of frailty
predictive modelling. Moreover, both validated models allow
to categorize frailty and assess its severity.

The present work is organized as follows. In Section II, we
reviewed the literature on three different topics: frailty condi-
tion in elderly people, data warehouse and predictive models
for health. In Section III, we described the creation process
of the data warehouse. In Section IV, we provided a brief
background in logistic regression to help understanding the
prediction models construction process. The baseline cohort
and the results for the frailty risk model were presented in
Section V. A comparison among different prediction models
for frailty was discussed in Section VI. We presented the
worsening risk model, including the baseline cohort and the

3According to the Italian National Institute of Statistics.
4The whole dataset is available on demand from the corresponding author.
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results, in Section VII. Concluding remarks were made in
Section VIII.

II. RELATED WORKS

In this section, we discussed the available literature on three
different topics, all relevant for a full comprehension of our
work. Firstly, in Section II-A, we focused on frailty in elderly
people. Next, in Section II-B, we described several approaches
proposed for data warehousing within the health setting. In
the end, in Section II-C, we discussed predictive models in
healthcare.

A. Frailty in elderly people

Elderly people generally develop a wide variety of age-
related conditions that contribute to increase their vulnerability
to minor stressor events and lead to loss of autonomy. The phe-
nomenon is well-known as frailty, nevertheless its concept has
not yet emerged as a well-defined clinical or social concept.
In the past, clinicians used to separate the concepts of frailty,
comorbidity and disability [20] and, initially, they proposed
frailty models exclusively based on biological and clinical
factors [11], [21]. Recent reviews tend to identify frailty as a
complex interplay of a wide variety of heterogeneous factors,
including not only clinical aspects but also socio-economic
conditions [19], [22], recently demonstrated to influence frailty
progression [14], [15], [23]. In [24], the authors included also
psychological, social and environmental factors to better define
frailty. Additionally, the relation between cognitive decline
and frailty condition was widely discussed in [25]. Socio-
clinical and administrative databases represent a potentially
ideal source to implement models able to detect frailty and
measure its severity [12]. In [26], the authors proposed a
logistic regression based model for cardiac surgery patients,
in order to reduce the mortality ratio and prolonged insti-
tutional care risk. However, few models aimed at stratifying
the elderly population according to the estimated frailty risk
have been validated. Moreover, they were primarily derived
from a single source of information, like primary health care
data [27], pharmacoepidemiologic data [28] or in-hospital data
[16]. According to the most recent literature [29], [30], we
validated two models by exploiting a wide range of socio-
clinical variables to detect and measure frailty.

B. Healthcare data warehouse

The healthcare setting is generally perceived as being
“data rich”, since its datasets are daily updated with clinical
and administrative patient data. Data warehouse systems are
needed for preprocessing operations (e.g., data integration and
cleaning) and in order to create a consistent dataset ready to be
mined. The aim is to extract useful information and improve
healthcare quality [31]. The value of a data warehouse system
in healthcare was initially examined in [32]. Moreover, in
[33] the authors discussed the role of data warehousing in
an academic medical center, including research and education
purposes in addition to administration and management. In
[34], data mining techniques were applied to a diabetic data

warehouse in order to investigate clinical topics and improve
administrative management in diabetic patients. A clinical
data warehouse importing data from three public hospitals
was described in [35]. The authors proposed models to
study antimicrobial resistance and to monitor hospital-acquired
bloodstream infections and costs. Recently, data warehousing
combined with data mining techniques in health domain have
been widely discussed. In [36], the authors examined the
usefulness of a data warehouse system integrating laboratory,
administrative and clinical data, in order to develop further
data mining techniques. An interesting study investigating the
benefit of a data warehousing technology in the radiation
oncology field was proposed in [37]. In conclusion, data ware-
housing techniques have proven to be promising for healthcare
information systems in several clinical fields, like intensive
care [38] and clinical pathology [39]. We thus created a data
warehouse that combines social, clinical and administrative
data sources to assess and measure frailty in elderly people
through prediction models.

C. Predictive models in healthcare

Predictive models and data mining are producing a revo-
lution in healthcare, as described in [40]. Detecting adverse
clinical events, reducing mortality rates and mitigating health-
care costs, all represent challenging tasks for researchers [41],
[42]. In [43], the authors discussed data mining techniques
in major healthcare areas such as evaluation of treatment
effectiveness, healthcare management and fraud and abuse
detection. The effectiveness of data mining in prediction and
decision making in healthcare was widely examined in [44].
In [45], the authors proposed a hybrid approach by combining
genetic algorithm and logistic regression techniques to predict
the Alzheimer’s disease progression. A model able to predict
risk in developing a target disease was presented in [46], where
the authors described a general top-k stability selection method
in comparison to three classic classification methods (support
vector machine, logistic regression and random forest), in
order to select features from the electronic health records.
In [47] and [48] different data mining and machine learning
techniques were studied. In particular, the authors provided a
detailed description of a decision tree and single and hybrid
data mining techniques to characterize metabolic syndrome
patients and diagnose heart disease. Interesting results were
presented in [49], where a model based on rotation forest
with alternating decision tree to assign a 5 year life expectancy
index to subjects older than 50 years was built. Recently, social
media provided another prosperous source of information that
can be useful to extract data on public health monitoring.
Some interesting attempts in this direction were presented in
[50] and [51]. In the first work, the authors tried to predict
the seasonal flu epidemics by building a model based on
Google search queries. In the second one, the flu epidemic was
monitored through Twitter using a support vector machine.
Several methodologies can be used to build prediction models
in healthcare and the choice significantly depends on the
outcomes to be predicted. A comprehensive survey was done
in [52] and [53]. In our work we used the logistic regression, as
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Fig. 4. The data warehouse architecture.

it is known to be less sensible to noisy data and as it allows
to associate a continuous response (i.e., probability) to the
dependent variable to be predicted.

III. DATA WAREHOUSING

In this section, we described the five-phase construction
process of the data warehouse (Figure 4), allowing us to load,
clean and integrate data from 12 socio-clinical databases [54].

Phase 1 - Data sources: The 12 data sources collect
continuous, categorical and Boolean variables, including in-
formation on clinical and socio-economic aspects and health
service resources utilization.

1) Care Benefits Monitoring System (CBMS) records in-
formation about public benefits.

2) Civil Registry (CR) collects socio-economic data char-
acterizing each resident.

3) Death Registry (DR) tracks the deaths occurring in
Bologna.

4) Emergency Department Registry (EDR) collects all ad-
missions to emergency department.

5) Health Registry (HR) provides vital statistics and health
data of the subjects.

6) Hospital Discharge Record (HDR) is built upon the hos-
pitalization records and includes the ICD-9-CM5 codes
related to diagnosed diseases and medical interventions.

7) Hospital Pharmaceutical Registry (HPR) collects infor-
mation and Anatomical Therapeutic Chemical Classifi-
cation System (ATC) codes on all drugs directly pre-
scribed by health care institutions.

5International Classification of Diseases, 9th revision, Clinical Modifica-
tion. At the time of writing, Italian National Health System did not use the
10th revision.

8) Medical Exemption Certificates Registry (MECR) pro-
vides information and Exemption Code (EC) on all
released medical exemption certificates.

9) Mental Health Department Registry (MHD) records sub-
jects followed-up by the department of Mental Health.

10) Out-of-hospital Assistance Registry (OAR) contains all
the health services provided to out-of-hospital patients.

11) Public Home Healthcare Registry (PHHR) provides in-
formation on home-based care services.

12) Territorial Pharmaceutical Registry (TPR) collects infor-
mation and ATC codes on drug prescriptions presented
at the dispensing pharmacy.

All the available raw data are listed in Table IV in the
Appendix.

Phase 2 - Back-end Tier: In this phase the data
retrieved from remote servers and off-line records was
extracted, transformed and loaded together using solutions
proposed in [55]. The ETL (Extract, Transform, Load)
component produced an intermediate representation.
Firstly, the identification of each subject among the different
data sources, namely data linking, was carried on by using the
Fiscal Code6. Civil Registry and Health Registry represented
the Fiscal Code ground truth. Then, the rest of the raw data
was extracted from all the others data sources by using the
Fiscal Code. Inconsistent values, like missing or invalid
characters in date and place of birth, name and surname, were
adjusted and replaced with valid ones by cross-checking all
data sources.
In this phase, it was not possible to extract information nested
in the text fields of the data sources. As a reason, in the
Data warehouse Tier phase we integrated the available data

6The Fiscal Code is similar to the Social Security Number in the US or
the National Insurance Number in the UK.
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with other knowledge bases, like ICD-9-CM Taxonomy, Drug
Databases and Exemption Code Databases in order to refine
the dataset.

Phase 3 - Data warehouse Tier: The 12 data sources
offered several variables, in some cases with missing values
or redundancies. In this section, we discussed the operations
through which the dataset was corrected, validated and en-
riched by using the following three main knowledge bases:

1) ICD-9-CM Taxonomy - The International Classification
of Diseases (ICD) is an international standard classifi-
cation system used to code diseases, symptoms, injuries
and medical procedures. Assigning a standard code to
each clinical case is intuitively a great advantage for
statistical, epidemiological and policy-making purposes.
In Italy, at the time of writing, the ICD-9th revision-
Clinical Modification (ICD-9-CM) was still used. How-
ever, since ICD-9-CM does not provide a complete
correlation between all the possible codes, a taxonomy
was semi-automatically extracted from several clinical
textbooks [56]. For each clinical variable previously
selected, the taxonomy allows to reconcile the ICD-9-
CM codes in our knowledge base with the codes used in
the Hospital Discharge Record. The “Lin distance” [57],
a well-known taxonomy distance measure of correctness,
was used to select only the correct codes (see Table I).

2) Drug Database - The Anatomical Therapeutic Chemical
(ATC) is a pharmaceutical coding system that allows
to classify active ingredients of drugs. In order to map
each ATC code into the right drug-related variable, we
created a database matching the ATC codes and the
related disease. Through this process, it was possible
to enrich the previous ICD-9-CM information related to
each selected variable (see Table I).

3) Exemption Code Database - In Italy, medical exemptions
are coded by using both regional and national coding
systems. The first one is a four alphanumeric code while
the second is a three digits code. The Medical Exemp-
tion Certificates Registry adopts both coding systems.
In order to match the right exemption code into the
right disease, we created a database including both the
regional and national coding system, further refining
the information related to each selected variable (see
Table I).

The three knowledge bases and the information redundancy
among all data sources allowed to correct partial and incom-
plete data. In particular, for social variables we adopted the
mean and cold-deck imputations through which each missing
value was replaced with the mean of the observed values or
by selecting the value from another source. For each clinical
variable in Table I, we used imputation based on logical rules
for the missing values. For instance, if a subject did not
have any recent diagnosis of cancer, the respective variable
could be set by using the ICD-9-CM codes for benign and
malignant tumours, the ATC codes related to post-surgical
removal treatments and tumours-related exemptions currently
active for the subject. Since the ICD-9-CM taxonomy has

TABLE I
THE CODES FROM THREE DIFFERENT KNOWLEDGE BASES (ICD-9-CM
Taxonomy, Drug Database AND Exemption Code Database) USED TO

DETERMINE THE VALUE OF THE RELATIVE CLINICAL VARIABLES.

Variable Databases Codes extracted
Arthritis MECR EC: 006

Cancer
HDR ICD-9-CM: 140.00-239.99

HPR ATC: L01-L04

MECR EC: 048

Cerebrovascular

disease

HDR ICD-9-CM: 430.00-438.99

MECR EC: 0B02

Deaf, mute

and/or blind
MECR EC: C05, C06

Dementia
HDR ICD-9-CM: 290

MECR EC: 029, 011

Diabetes

HDR ICD-9-CM: 250

TPR
}

ATC: A10A, A10B, A10X
HPR

MECR EC: 013

Disability MECR
EC: C01-C03, L01-L04,

G01-G02, S01-S03, N01

Chronic kidney

disease

HDR ICD-9-CM: 585.00-586.99

MECR EC: 023

Gastric disease MECR EC: 009

Hyper-

cholesterolemia

HDR ICD-9-CM: 270.0-272.2

MECR EC: 025

Hypertension
HDR ICD-9-CM: 401.0-405.99

MECR EC: 0A31, 0031

Liver disease
HDR

ICD-9-CM: 571.2, 571.4-571.6,

571.8-571.9

MECR EC: 008, 016

Parkinson’s

disease

HDR ICD-9-CM: 332

TPR
}

ATC: N04A, N04B
HPR

MECR EC: 038

Psychiatric

disorders

TPR
}

ATC: N05, N06
HPR

MECR EC: 044, 005

Respiratory

diseases

HDR ICD-9-CM: 490.00-496.99

MECR EC: 007, 024

Thyroid

diseases

HDR
ICD-9-CM: 240.00-243.99,

245.00-246.99

TPR ATC: H03

HPR ATC: A10A, A10B, A10X

Vascular

disease

HDR ICD-9-CM: 410.00-414.99, 428

MECR EC: 0A02, 0C02, 021

a hierarchical structure and some categories include set of
similar diseases, we grouped similar comorbidities. All the
created groups are listed in Table V in the Appendix. In
practice, we were able to intercept different disease forms
using the ICD-9-CM codes, detect both initial and chronic
stages of the pathology through the drugs knowledge base and
identify the current health status using exemptions codes.
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Phase 4 - OLAP Tier: In data warehouse systems,
OnLine Analytical Processing (OLAP) represents a specific
approach in order to answer multi-dimensional analytical
queries. OLAP is a well-known decision support tool and
is characterized by aggregated and historical data, stored
in multi-dimensional structure, namely data cube. Data
mining techniques widely use the data cube to analyse
multi-dimensional data from multiple data sources. In our
case, a data cube was created according to the previously
described phases. The three dimensions of our study were the
subjects involved in the study, the time in years from 2009
to 2016 and all the variables collected from the selected data
sources. However, since the techniques used in this work
required a tabular representation of the data cube, we created
a two-dimensional representation. In practical terms, for
every year we provided a table where each row represented a
subject and each column represented a variable.

Phase 5 - Front-end Tier: In this phase, the data
cube was processed applying both statistical and data mining
techniques. In our work, this phase coincided with the creation
of the two predictive models (Sections V and VII).

IV. LOGISTIC REGRESSION: BACKGROUND

In the current section, we provided a brief background in
logistic regression in order to better understand the rationale
for its use for the frailty prediction models.

Multivariate regression analysis detects the correlation be-
tween a set X1, . . . , Xn of independent variables (i.e., the pre-
dictors) and a dependent variable E (i.e., the expected event)
[58]. This technique has the following three characteristics: i)
it can mix categorical and continuous predictors; ii) it is the
most appropriate to solve binary classification tasks; iii) it is
less likely to be influenced by noisy data [53].

Logistic regression is a specific type of multivariate re-
gression where each row X1, . . . , Xn is intercepted by a
sigmoid function and the outcome is a probability function
P (E|X1, . . . , Xn). The training phase based on maximum
likelihood technique assigns a regression coefficients βi to
each predictor X1, . . . , Xn. The β1, . . . , βn coefficients punc-
tually describe the strength of each predictor. Moreover,
logistic regression allows to estimate the influence of each
single predictor in intercepting the expected event E. In
particular, variables shown to be significantly associated with
the outcome by univariate analysis are selected for multi-
dimensional analysis.

Logistic regression is the simplest and most interpretable
binary classifier. We mainly used it to distinguish non-frail and
frail subjects and not at risk and at risk subjects in the first and
second model, respectively. In the first frailty risk model the
expected event E was defined as an emergency hospitalization
or the all-cause mortality within a year. We calculated the
probability of E to identify non-frail and frail subjects older
than 65 years old. Moreover, since the model was thought to
be used in order to enable preventive and tailored interventions
in a real-life healthcare service, we also stratified the subjects
into five risk classes according to the probability of E. In

the second worsening risk model, the expected event E was
defined as the probability to become frail within the year. In
other words, E was the progression towards a higher frailty
class within the year for the subjects belonging to the non-frail
class. In this case, the probability of E was used to distinguish
non-frail subjects identified by the first model into not at risk
and at risk of evolving into frail classes.
Since the models worked in a data rich environment, both
in terms of number of records and number of predictors,
we decided to categorize continuous predictors (e.g., age,
income) into classes. Thus, each new class was represented
by a new dummy variable with an associated βi. Even though
not strictly necessary, this approach led to a better balance
between accuracy and interpretability of the models, a relevant
characteristic in socio-clinical settings.

V. FRAILTY RISK MODEL

In this section, we discussed how we developed the frailty
risk prediction model through which every over 65 years
old subject was assigned a frailty score according to the
probability of emergency hospitalization or death within a year
[19], [30]. As described above, logistic regression classified
individuals into non-frail and frail subjects. Frail subjects were
further stratified by their increasing risk of adverse outcomes.

A. Baseline cohort selection
First, we used the data cube to create a two-year

anonymised cohort of subjects (from January 1st, 2009 to
December 31st, 2010). A two-year observation period was
selected in order to improve the detection of information
through all the 12 data sources. All individuals younger than
63 years old on January 1st, 2009, all dead subjects in the
selected biennium, as well as those who emigrated or were
non-residents or without health care coverage were removed
from the dataset. This filtering process produced a baseline
cohort of 95,368 subjects older than 65 years old on January
1st, 2011. A total of 14,812 events were observed during the
follow-up year. This cohort was used to build the frailty risk
prediction model.

B. Model development
The selected cohort of 95,368 subjects was randomly split in

a training set and a test set, which did not significantly differ
in terms of characteristics. The training set of 63,579 subjects
(2/3 of the total) was used to tune the parameters βi. The test
set of 31,789 subjects (1/3 of the total) was used to evaluate
the prediction capabilities. Data from January 1st, 2011 to
December 31st, 2011 (1-year follow up) was investigated
for predictor variables associated with the risk of emergency
hospitalization or death, the main outcome of interest. Using
logistic regression, odds ratios (ORs, that is eβi for each
variable) and 95% confidence intervals (CIs) were computed
to evaluate the association between the selected variables and
the outcome. Variables shown to be significantly associated
with the outcome by univariate analysis (p-value7 <0.05) were

7The p-value is used in the context of null hypothesis testing (i.e., reductio
ad absurdum) and quantifies the statistical significance of evidence. The 0.05
is the standard cut-off.
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selected for multivariate analysis.
More than fifty different variables for each subject (see Ta-
ble IV) were extracted from the 12 data sources. Univariate
analysis discarded the non-significant ones and identified 27
socio-clinical predictors listed in Table VI in the Appendix.
The absence of condition was used as reference. All “Comor-
bidity” and “Benefits” variables were represented by Boolean
values. Whereas, for each non-categorical variable we speci-
fied the dummy variable added. In particular, all continuous
variables were characterized as follows:

• “Age” was grouped using 3-year age bands with the 65-
67 class used as reference category;

• “Housing condition” included privately-owned (reference
category), renting and other;

• “Level of education” included primary, secondary and
higher (reference category);

• “Income” included >75ke/year (reference category),
36-75ke/year, 28-36ke/year, 15-28ke/year and
<15ke/year, according to the Italian personal income
tax classes;

• “Marital status” included married (reference category),
single, widowed and divorced;

• “Deprivation index” included very rich (reference cate-
gory), rich, medium, poor and very poor;

• “Hospitalizations” and “Emergency Room visit” included
0 (reference category), 1, 2 and >2 visits per year,
respectively;

• “Emergency hospitalization” represented events occurring
within 30 days before the follow-up period;

• “Diagnostic test” represented tests performed within 90
days before the follow-up period;

• “Polypharmacy” represented prescriptions received
within 90 days before the follow-up period.

The frailty risk score was estimated from the linear predic-
tion starting from the log odds of the final model, as:

frailty risk = 100 · P (E|X1, . . . , X27) (1)

The score was defined ranging from 0, null risk, to 100,
full risk and each subject was assigned a value defining the
probability to undergo emergency hospitalization or death
within a year.

Finally, a total of 5 classes with increasing risk of adverse
outcomes were defined as follows: “non-frail” class (0-14%),
“pre-frail 1” class (15-29%), “pre-frail 2” class (30-49%),
“pre-frail 3” class (50-79%), “frail” class (80-100%). The first
class, identifying non-frail subjects, was defined using the
intersection point between sensitivity and specificity curves
(i.e., probability ≈ 0.140, frailty risk = 14.0%), as shown
in Figure 5 and in line with previous evidence [59]. Sensitivity
measured the non-frail subjects who were correctly identified
as not having the event, whereas specificity measured frail
subjects who were correctly identified as having the event.
Figure 5 shows both sensitivity and specificity curves ac-
cording to different cut-off probability values. The remaining
classes were defined according to epidemiologists’ opinion and
previous studies reported in the literature [22].

Fig. 5. Sensitivity and specificity curves related to the training set. The
intersection point, that is a cut-off probability ≈ 0.140, is used as upper
bound to define the “non-frail” class.

C. Results

The predictive ability of the frailty risk model was demon-
strated through internal and external validations, using calibra-
tion and discrimination estimates.

The internal validation was performed by applying to the
test set the regression coefficients β1, . . . , β27 resulting from
the training set. Then, for both training and test sets, the
area under the receiver operating characteristic (AUROC)
curve was computed to assess the discrimination capability
of the model and the Hosmer-Lemeshow test was estimated
to evaluate the goodness of fit. On the training set the AUROC
value was 0.7681 and the Hosmer-Lemeshow 0.1099. On the
test set these values were slightly lower: 0.6968 and 0.0768,
respectively. Overall, the AUROC identified a good prediction
and Hosmer-Lemeshow scores greater than 0.05 meant that
differences among observed and expected events were not
statistically significant, demonstrating a good discrimination
capability and calibration of the frailty risk model.

The external validation was performed by cross match-
ing the subjects in the “frail” class with those present in
“Access Management of Integrated and Automated Social-
Health Network” (GARCIA) [60], a local database composed
of frail subjects identified by local health authorities through
the “Brief Self-Sufficiency Index” (BINA) scale. The BINA
is a multidimensional tool assessing the subject’s functional
and cognitive status, the availability of a caregiving network,
as well as the housing and the neighbourhood quality [61].
The external validation showed that 100% of subjects in the
GARCIA dataset belonged to the “frail” class according to our
frailty risk prediction model.

Finally, even though there was no real data to validate
the five classes, the appropriateness of the model was further
assessed by illustrating the observed outcome rates occurring
in a six-year follow-up period from 2011 to 2016 on the
overall annual local population older than 65 years old. Table
II shows the observed events in each class with the related
percentage distributions and 95% CI computed using Poisson
regression. The observed events are reported according to the
expected risk class identified by the model. Since the number
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TABLE II
OBSERVED EVENTS IN EACH CLASS WITH THE PERCENTAGE DISTRIBUTION AND 95% CI BETWEEN ROUND BRACKETS DURING A SIX-YEAR FOLLOW-UP

PERIOD. THE OVERALL ANNUAL LOCAL POPULATION OLDER THAN 65 YEARS OLD IS SPECIFIED BETWEEN SQUARE BRACKETS UNDER EACH YEAR.

Observed events in a six-year follow-up
(% ± 95% CI)

Risk classes
2011

[104,128]

2012
[99,455]

2013
[99,823]

2014
[99,920]

2015
[99,831]

2016
[100,314]

Non-frail 5,256 4,087 4,356 3,726 3,600 3,406

(0-14) (7.5 ± 0.2) (6.7 ± 0.2) (6.9 ± 0.2) (6.2 ± 0.2) (6.0 ± 0.2) (5.7 ± 0.2)

Pre-frail 1 5,322 5,046 5,003 4,653 4,561 4,428

(15-29) (23.4 ± 0.5) (20.9 ± 0.5) (21.4 ± 0.5) (19.3 ± 0.5) (18.9 ± 0.5) (18.3 ± 0.5)

Pre-frail 2 2,961 3,329 3,261 3,308 3,460 3,298

(30-49) (39.4 ± 1.1) (36.7 ± 1.0) (36.7 ± 1.0) (34.4 ± 0.9) (34.8 ± 0.9) (31.8 ± 0.9)

Pre-frail 3 1,893 2,395 2,294 2,557 2,718 2,606

(50-79) (57.1 ± 1.7) (54.0 ± 1.5) (53.2 ± 1.5) (51.0 ± 1.4) (51.6 ± 1.3) (46.5 ± 1.3)

Frail 241 396 292 393 462 427

(80-100) (74.4 ± 4.7) (77.0 ± 3.6) (69.5 ± 4.4) (69.0 ± 3.8) (72.5 ± 3.5) (59.0 ± 3.6)

of older than 65 years old subjects decrease during the six-
year follow-up period, the “non-frail” and “pre-frail 1” classes
show a decreasing trend. Whereas the remaining “pre-frail
2”, “pre-frail 3” and “frail” classes show an increasing trend.
In particular, from 2011 to 2015, for 4 out of 5 classes,
the percentage of the observed events fell within the risk
prediction range of the class. For instance, in 2011 among
the subjects belonging to the first class, the percentage of
the observed event was 7.5%, which falls within the range
0-14%. This holds true for the first three classes in 2016. The
model slightly overestimated the events observed in the last
“frail” class throughout the six-year follow-up, particularly in
the long-term period. For instance, in 2011 among the subjects
belonging to the “frail” class, the percentage of the observed
events was 74.4%, lower than the minimum value of 80%
defining the class itself. Similarly, the average percentage of
the observed events during the follow up in the “frail” class
was 70.2%. However, this overestimation can be considered
safe and preferable, since allows healthcare services to early
detect the most vulnerable subjects. In 2016 the events oc-
curred in “pre-frail 3” and “frail” classes were noticeably
overestimated, suggesting recalibration of the model due to
social and economic changes occurring in a five-year period.

VI. COMPARISON OF FRAILTY PREDICTION MODELS

In this section we provided a comparison of different models
that can be used for frailty prediction, in order to understand
the advantages of logistic regression versus others available
methods described in literature, including recursive partition-
ing (rpart) [62], generalized boosted [63], random forest [64],
support vector machine (svm) both with polynomial and radial
basis function (RBF) kernel [65]. All these methods allow to
associate a continuous response to the expected event and a
score can later be computed in order to stratify subjects in risk
classes. The comparison was carried on testing the prediction
capabilities of the different models. We used the previously
described training and test dataset to discriminate non-frail
and frail subjects.

In order to improve the performance, the parameters for
each model were tuned using a grid search over supplied pa-
rameter ranges. The tuning phase selected the best parameters
for each model minimizing the mean squared error through a
10-fold cross validation process. In particular, the tuning phase
identified the following parameters for each model:

• rpart - the observations that had to exist in a node for a
split to be attempted was 5;

• generalized boosted - the number of trees was 150,
the maximum depth of variable interactions was 3, the
shrinkage parameter applied to each tree in the expansion
was 0.1 and the minimum number of observations in the
trees terminal nodes was 10;

• random forest - the number of variables randomly sam-
pled as candidates at each split was 3 and the number of
trees to grow was 700;

• svm polynomial - the cost of constraints violation was 1
and the required parameter gamma was 0.05;

• svm RBF - the cost of constraints violation was 1 and the
required parameter gamma was 0.1.

Fig. 6. Accuracy, sensitivity, specificity and AUROC results on the test set
for the six compared models.
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We used accuracy (i.e., the closeness of measurements to
the true values), sensitivity, specificity and AUROC measures
to compare the models. Figure 6 documents the results of
the comparison. The worse accuracy result was obtained with
support vector machine, both with polynomial and RBF kernel.
Despite rpart and random forest presented higher values of
accuracy in comparison to logistic regression, their low speci-
ficity results represented a high disadvantage. In other words,
rpart and random forest failed to identify the most vulnerable
subjects. Finally, logistic regression obtained slightly better
results in comparison to generalized boosted.

VII. WORSENING RISK MODEL

Results from the frailty risk model showed that elderly
subjects, even the non-frail ones, typically move toward a
frail class in the course of their life. Thus, early identification
of future frail subjects is of utmost importance in order to
adequately plan health and social care.

The second model proposed in this section attempted to
identify non-frail individuals expected to become frail within
a year. Therefore, we assigned a worsening risk score to
each subject belonging to the “non-frail” class identified by
the previous prediction model (Section V) to define his/her
probability of becoming frail. This so called worsening risk
model ideally allows appropriate planning of health resource
for those predicted to become frail over the following year.

A. Baseline cohort selection

Since we needed to fit the worsening risk model for the
non-frail population and the event E was the frailty class
change within the year, we did not use the same training/test
dataset of the previous model but we created a new two-year
(from January 1st, 2011 to December 31st, 2012) anonymised
cohort. By construction, the two cohorts did not share any
records. All dead subjects in the biennium, as well as those
who emigrated or were non-residents or without health care
coverage were removed from the cohort. Moreover, using the
outcome of the previous frailty prediction model, we only se-
lected subjects in the “non-frail” class with an assigned frailty
risk score. For this reason, the covering period of this baseline
cohort was shifted forward of two years in comparison to
the frailty risk prediction model and the training/test process
was independent from the previous one. The filtering process
produced a baseline cohort of 58,789 subjects older than 65
years old on January 1st, 2013, where we observed 4,771
events during the follow-up year. This new baseline cohort
was used to build the worsening risk prediction model.

B. Model development

The selected cohort of 58,789 subjects was randomly split in
a training set and a test set which did not significantly differ
in terms of characteristics. The training set of 39,193 subjects
(2/3 of the total) was used to tune the parameters βi. The test
set of 19,596 subjects (1/3 of the total) was used to evaluate
the prediction capability. Using data available on January 1st,
2013, we searched for predictor variables associated with the

risk to become frail. Using logistic regression, ORs and 95%
CIs were computed to evaluate the association between the
selected variables and the outcome. Variables shown to be
significantly associated with the outcome (p-value <0.05) by
univariate analysis were selected for multivariate analysis.
More than fifty different variables for each subject (see Table
IV) were made available from the 12 data sources. Out of all
the available variables, the univariate analysis discarded the
non-significant ones and identified 26 socio-clinical predictors
listed in Table VII in the Appendix. Compared with the
variables set for the frailty risk prediction model, “Emergency
hospitalization” was the only variable excluded.
The worsening risk score was again estimated from the linear
prediction starting from the log odds of the final model, as:

worsening risk = 100 · P (E|X1, . . . , X26) (2)

However, in this case, only two classes were defined according
to risk of becoming frail within the year: “non at risk” class
(0-10.8%) and “at risk” class (10.8-100%).

Fig. 7. Sensitivity and specificity curves related to the training set. The
intersection point, that is a cut-off probability ≈ 0.108, is used as upper
bound to define non-frail individuals non at risk of becoming frail.

Figure 7 shows the selection of the cut-off used to dis-
criminate non at risk and at risk subjects. The “non at risk”
class was defined using the intersection point between the
sensitivity and specificity curves (i.e., probability ≈ 0.108,
worsening risk = 10.8%), in line with previous evidence
[59].

C. Results

The predictive ability of the worsening risk model was
demonstrated only through internal validation, since no exter-
nal dataset was available for external validation. In particular,
for each year we verified the number of non-frail subjects be-
coming frail within a year according to the initially described
frailty risk prediction model.

The internal validation was performed by applying to the
test set the regression coefficients β1, . . . , β26 resulting from
the training set. Then, for both training and test sets, the
AUROC curve was computed to assess the discrimination
capability of the model. Moreover, the Brier score test was
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TABLE III
OBSERVED EVENTS IN BOTH CLASSES WITH THE PERCENTAGE DISTRIBUTION AND 95% CI BETWEEN ROUND BRACKETS DURING A FOUR-YEAR

FOLLOW-UP PERIOD. THE OVERALL ANNUAL LOCAL POPULATION OF OLDER THAN 65 YEARS OLD IN THE “NON-FRAIL” CLASS IS SPECIFIED BETWEEN
SQUARE BRACKETS.

Observed events in a four-year follow-up
(% ± 95% CI)

Risk classes
2012/2013
[59,264]

2013/2014
[61,543]

2014/2015
[59,499]

2015/2016
[58,725]

Non at risk 981 1,779 1,430 1,309

(0-10.8) (2.2 ± 0.1) (3.9 ± 0.2) (3.2 ± 0.2) (3.0 ± 0.2)

At risk 3,837 5,866 4,663 4,629

(10.8-100) (25.9 ± 0.7) (37.7 ± 0.8) (31.2 ± 0.7) (31.1 ± 0.7)

performed to evaluate the goodness of fit. On the training set
the AUROC was 0.8752 and Brier test returned a score of
0.0606; similar values were obtained on the test set: 0.8795
for the AUROC value and 0.0598 for the Brier score test. Value
over 0.85 for AUROC curve identify an excellent prediction
model and the lower is the Brier score, the better is the
goodness of fit. Therefore, the two estimates demonstrated a
good discrimination capability and calibration of the model.

The appropriateness of the model was further assessed by
illustrating the observed outcome rates (i.e., the number of
non-frail subjects becoming frail within a year) occurring in a
four-year follow-up period from 2013 to 2016 on the overall
annual local population. Table III shows the observed events
in both classes with the related percentage distributions and
95% CI computed using Poisson regression. For each year,
the overall annual local non-frail population older than 65
years old is specified between square brackets. The observed
events are reported according to expected risk class identified
by the worsening risk prediction model. For instance, in the
“2012/2013” column we observed 981 non at risk and 3,837 at
risk subjects becoming frail in 2013 according to the initially
described frailty risk prediction model. All these subjects
belonged to the “non-frail” class in 2012.
In each year, the percentage of the observed event for each
class fell within the risk prediction range of the class. For
instance, in 2013 among the subjects belonging to the “non-
frail” class in 2012, the percentage of the observed event was
2.2% (within the range 0-10.8%), meaning that only 2.2% of
the non-frail subjects labeled as “non at risk” turned into frail
in 2013.

VIII. CONCLUSIONS

Ageing is becoming a meaningful challenge for many
countries from social, financial and economic perspectives.
Detecting frailty in elderly people represents a crucial research
problem.

In this paper we proposed two frailty prediction models
using a wide set of routinely collected data available from 12
socio-clinical databases. The models were built on the whole
elderly population of the Municipality of Bologna and in-
cluded clinical and socio-economic variables. The first model
detected and categorized frailty according to the expected
risk of emergency hospitalization or death within a year. Five

classes with increasing frailty risk were identified and internal
and external validations were performed demonstrating a good
predictive ability. The second model assigned a worsening risk
score to non-frail individuals according to their probability of
becoming frail within a year. Similarly, an internal validation
demonstrated the appropriateness of this model.

The strengths of our study include the possibility to guide
appropriate planning of health resource utilization and develop
patient-oriented preventive strategies. The use of routinely col-
lected socio-clinical data reduced the potential risk of missing
data and allowed to collect a wide variety of predictor variables
including clinical and socio-economic aspects. Moreover, it
represented a step forward to better meet a broader definition
of frailty and greatly reduced the risk of referral and diagnostic
biases.

The models might be applicable in a national and interna-
tional setting with appropriate modifications and an extended
tuning process, by investigating similar local socio-clinical
and administrative databases. Furthermore, test-derived data
and further clinical information (e.g., gait speed, grip strength,
presence of tremor or mood disorders) can be included in the
models, in order to improve the prediction ability.

APPENDIX A

Table IV summarizes all the variables provided by the 12
data sources. In Table V we provide the groups with similar
pathologies created according to the ICD-9-CM taxonomy. In
Tables VI and VII we show the odds ratios, p-values and 95%
confidence intervals associating the socio-clinical variables
with the outcomes included in both models.
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TABLE IV
ALL THE VARIABLES PROVIDED BY THE 12 DATA SOURCES.

Data sources Variables

Care Benefits

Monitoring System
attendance allowance, date and place of birth, fiscal code, name and surname

Civil Registry
date and place of birth, deprivation index, education level, emigration date (if any), family income,

fiscal code, household size, housing condition, level of education, marital status, name and surname,
residence district

Death Registry date and place of birth, date of death, fiscal code, name and surname

Emergency Department

Registry
date and place of birth, fiscal code, name and surname, number of Emergency Department visits

Health Registry address, age, date and place of birth, fiscal code, general practitioner, name and surname, nationality,
residence district, sex

Hospital Discharge

Record

date and place of birth, emergency hospitalization, fiscal code, hospitalizations with different discharge
diagnosis code, name and surname, scheduled hospitalization and ICD-9-CM codes related to the

following comorbidities: cancer, cerebrovascular diseases, chronic kidney disease, dementia, diabetes,
heart failure, hypercholesterolemia, hypertension, liver disease, myocardial infarction, Parkinson’s

disease, respiratory diseases, surgical treatment for femoral fractures, thyroid diseases, vascular diseases

Hospital Pharmaceutical

Registry

date and place of birth, fiscal code, name and surname, polypharmacy and ATC codes related to the
following medications: cancer, diabetes, heart failure, myocardial infarction, Parkinson’s disease,

psychiatric disorders, respiratory diseases, thyroid diseases

Medical Exemption

Certificates Registry

date and place of birth, fiscal code, name and surname and medical exemption certificates related to:
arthritis, cancer, cerebrovascular diseases, chronic kidney disease, deaf and/or mute and/or blind,

dementia, diabetes, gastric disease, heart failure, hypercholesterolemia, hypertension, liver disease,
myocardial infarction, Parkinson’s disease, physical disability, psychiatric disorders, respiratory

diseases, vascular disease

Mental Health

Department Registry
date and place of birth, fiscal code, name and surname of subjects diagnosed with mental diseases and

regularly followed-up by Mental Health Departments

Out-of-hospital Assistance

Registry
date and place of birth, fiscal code, name and surname, number of diagnostic tests or clinical exams

performed in the out-of-hospital setting or in the Emergency Department

Public Home

Healthcare Registry
date and place of birth, fiscal code, name and surname, duration, frequency and costs of home-based

care

Territorial Pharmaceutical

Registry

date and place of birth, fiscal code, name and surname, polypharmacy and ATC codes related to the
following medications: cancer, diabetes, heart failure, myocardial infarction, Parkinson’s disease,

psychiatric disorders, respiratory diseases, thyroid diseases

TABLE V
SIMILAR COMORBIDITIES GROUPS.

Group name Pathologies included

Cerebrovascular disease subarachnoid, cerebral and intracranial hemorrhage, occlusion and stenosis of precerebral and cerebral
arteries, transient cerebral ischemia, acute cerebral circulatory disorders and brain circulatory disorders

Dementia senile and presenile organic psychotic conditions and Alzheimer’s

Disability all physical disabilities

Hypercholesterolemia pure hypercholesterolemia and hyperglyceridemia and mixed hyperlipidemia

Hypertension essential hypertension, hypertensive heart and chronic kidney disease, hypertensive nephropathy and
secondary hypertension

Gastric disease ulcerative colitis and Crohn disease

Liver disease chronic hepatitis and cirrhosis

Psychiatric disorders mental disorders, psychosis and anorexia

Respiratory diseases acute and chronic bronchitis, emphysema, asthma, bronchiectasis and extrinsic allergic alveolitis

Thyroid diseases simple and unspecified goiter, nontoxic nodular goiter, thyrotoxicosis with or without goiter and
congenital hypothyroidism and other disorders of thyroid

Vascular disease acute myocardial infarction, previous myocardial infarction, acute or subacute cardiac ischemia, angina
pectoris and other forms of chronic ischemic heart disease
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TABLE VI
ODDS RATIOS, p-VALUE AND 95% CONFIDENCE INTERVALS ASSOCIATING

THE SOCIO-CLINICAL VARIABLES (IN BOLD) INCLUDED IN THE
FRAILTY RISK PREDICTION MODEL.

Variables ORs p-values 95% CIs
Age (classes, ref. cat. 65-68)

68-70 1.221 0.002 1.078 1.384
71-73 1.388 0.000 1.229 1.566
74-76 1.712 0.000 1.519 1.930
77-79 2.133 0.000 1.899 2.401
80-82 2.558 0.000 2.274 2.877
83-85 3.291 0.000 2.922 3.708
86-88 3.916 0.000 3.460 4.433
89-91 4.995 0.000 4.366 5.715
>91 6.395 0.000 5.524 7.402

Sex (ref. cat. Female)
Male 1.372 0.000 1.300 1.448

Nationality (ref. cat. Foreign)
Italian 1.004 0.967 0.841 1.198

Housing condition (ref. cat. Privately-owned)
Renting 1.060 0.026 1.007 1.115
Other 0.964 0.489 0.868 1.070

Level of education (ref. cat. Higher)
Primary 1.165 0.000 1.083 1.254

Secondary 1.094 0.023 1.012 1.182
Income (ke/year, ref. cat. >75ke/year)

36-75 1.044 0.758 0.792 1.377
28-36 1.195 0.099 0.967 1.477
15-28 1.241 0.041 1.009 1.527
<15 1.444 0.001 1.172 1.780

Marital status (ref. cat. Married)
Divorced 1.138 0.000 1.070 1.210

Single 1.224 0.000 1.117 1.342
Widowed 1.324 0.000 1.153 1.520

Deprivation Index (ref. cat. Very rich)
Rich 1.010 0.801 0.934 1.093

Medium 1.071 0.081 0.992 1.156
Poor 1.093 0.027 1.010 1.184

Very poor 1.115 0.003 1.037 1.199
Hospitalizations (ref. cat. 0)

1 1.241 0.000 1.164 1.324
2 1.356 0.000 1.239 1.484
>2 1.894 0.000 1.708 2.099

Emergency Room visits (ref. cat. 0)
1 1.202 0.000 1.134 1.274
2 1.392 0.000 1.284 1.508
>2 1.562 0.000 1.432 1.703

Emergency hospitalization (ref. cat. No)
Yes 1.980 0.000 1.664 2.356

Diagnostic test (ref. cat. No)
Yes 1.431 0.000 1.199 1.707

Polypharmacy (>3 prescribed drugs, ref. cat. No)
Yes 1.187 0.000 1.126 1.251

Benefits (ref. cat. No)
Attendance allowance 1.281 0.018 1.044 1.572
Follow-up to MHD 1.373 0.000 1.160 1.624
Home-based care 1.549 0.000 1.450 1.654
Comorbidity (ref. cat. No)
Cerebrovascular disease 1.189 0.001 1.078 1.311
Disability 1.264 0.000 1.175 1.360
Psychiatric disorders 1.308 0.000 1.226 1.395
Diabetes 1.379 0.000 1.292 1.472
Dementia 1.448 0.000 1.271 1.650
Chronic kidney disease 1.462 0.000 1.304 1.639
Respiratory diseases 1.488 0.000 1.351 1.638
Parkinson’s disease 1.505 0.000 1.329 1.706
Liver disease 1.509 0.000 1.261 1.805
Cancer 1.517 0.000 1.424 1.616
Vascular disease 1.546 0.000 1.451 1.648

(Intercept) 0.021 0.000 0.017 0.026

TABLE VII
ODDS RATIOS, p-VALUE AND 95% CONFIDENCE INTERVALS ASSOCIATING

THE SOCIO-CLINICAL VARIABLES (IN BOLD) INCLUDED IN THE
WORSENING RISK PREDICTION MODEL.

Variables ORs p-values 95% CIs
Age (classes, ref. cat. 65-68)

68-70 2.380 0.000 1.981 2.861
71-73 5.052 0.000 4.249 6.006
74-76 1.44×101 0.000 1.21×101 1.72×101

77-79 3.76×101 0.000 3.11×101 4.53×101

80-82 1.10×102 0.000 9.00×101 1.34×102

83-85 3.18×102 0.000 2.54×102 3.98×102

86-88 1.02×103 0.000 7.88×102 1.33×103

89-91 2.71×103 0.000 1.68×103 4.38×103

>91 8.73×103 0.000 5.35×102 1.42×105

Sex (ref. cat. Female)
Male 4.518 0.000 4.146 4.923

Nationality (ref. cat. Foreign)
Italian 0.765 0.174 0.519 1.126

Housing condition (ref. cat. Privately-owned)
Renting 1.243 0.000 1.156 1.338
Other 0.942 0.422 0.813 1.091

Level of education (ref. cat. Higher)
Primary 2.295 0.000 2.070 2.545

Secondary 1.594 0.000 1.434 1.772
Income (ke/year) (ke/year, ref. cat. >75ke/year)

36-75 1.442 0.058 0.988 2.105
28-36 2.486 0.000 1.835 3.367
15-28 3.212 0.000 2.384 4.326
<15 6.554 0.000 4.840 8.874

Marital status (ref. cat. Married)
Divorced 1.826 0.000 1.676 1.989

Single 2.440 0.000 2.145 2.775
Widowed 3.706 0.000 3.083 4.454

Deprivation Index (ref. cat. Very rich)
Rich 1.109 0.069 0.992 1.239

Medium 1.334 0.000 1.199 1.484
Poor 1.450 0.000 1.292 1.625

Very poor 1.735 0.000 1.562 1.927
Hospitalizations (ref. cat. 0)

1 1.704 0.000 1.531 1.897
2 2.928 0.000 2.423 3.539
>2 11.131 0.000 7.540 16.432

Emergency Room visits (ref. cat. 0)
1 1.731 0.000 1.583 1.892
2 2.980 0.000 2.570 3.458
>2 5.603 0.000 4.719 6.653

Diagnostic test (ref. cat. No)
Yes 2.476 0.008 1.265 4.847

Polypharmacy (>3 prescribed drugs, ref. cat. No)
Yes 1.790 0.000 1.654 1.937

Benefits (ref. cat. No)
Attendance allowance 2.821 0.002 1.474 5.399
Follow-up to MHD 4.065 0.000 3.133 5.274
Home-based care 9.403 0.000 7.453 11.864
Comorbidity (ref. cat. No)
Cerebrovascular disease 3.136 0.000 2.495 3.942
Disability 3.386 0.000 2.965 3.868
Psychiatric disorders 3.669 0.000 3.273 4.112
Diabetes 4.746 0.000 4.267 5.279
Liver disease 6.422 0.000 4.764 8.655
Cancer 7.017 0.000 6.286 7.832
Respiratory diseases 8.496 0.000 6.641 10.870
Chronic kidney disease 8.874 0.000 6.291 12.517
Vascular disease 10.395 0.000 9.180 11.769
Parkinson’s disease 10.863 0.000 8.531 13.834
Dementia 13.180 0.000 7.815 22.228

(Intercept) 0.000 0.000 0.000 0.000
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