
03 May 2024

Alma Mater Studiorum Università di Bologna
Archivio istituzionale della ricerca

Theoretical rationalization of the singlet-triplet gap in oleds materials: Impact of charge-transfer character
/ Moral, M; Muccioli, L.; Son, W.-J.; Olivier, Y.; Sancho-Garcia, J.C.. - In: JOURNAL OF CHEMICAL THEORY
AND COMPUTATION. - ISSN 1549-9618. - STAMPA. - 11:1(2015), pp. 168-177. [10.1021/ct500957s]

Published Version:

Theoretical rationalization of the singlet-triplet gap in oleds materials: Impact of charge-transfer character

Published:
DOI: http://doi.org/10.1021/ct500957s

Terms of use:

(Article begins on next page)

Some rights reserved. The terms and conditions for the reuse of this version of the manuscript are
specified in the publishing policy. For all terms of use and more information see the publisher's website.

Availability:
This version is available at: https://hdl.handle.net/11585/576300 since: 2020-02-14

This is the final peer-reviewed author’s accepted manuscript (postprint) of the following publication:

This item was downloaded from IRIS Università di Bologna (https://cris.unibo.it/).
When citing, please refer to the published version.

http://doi.org/10.1021/ct500957s
https://hdl.handle.net/11585/576300


This item was downloaded from IRIS Università di Bologna (https://cris.unibo.it/) 

When citing, please refer to the published version. 

 

 

 

 

 

 

This is the final peer-reviewed accepted manuscript of:  

Theoretical Rationalization of the Singlet–Triplet Gap in OLEDs Materials: Impact of 
Charge-Transfer Character 

M. Moral, L. Muccioli, W.-J. Son, Y. Olivier, and J. C. Sancho-García 

Journal of Chemical Theory and Computation 2015 11 (1), 168-177  

The final published version is available online at 
http://dx.doi.org/10.1021/ct500957s 

 

Rights / License: 

The terms and conditions for the reuse of this version of the manuscript are specified in the 
publishing policy. For all terms of use and more information see the publisher's website.   

 

https://cris.unibo.it/
http://dx.doi.org/10.1021%2Fct500957s


Theoretical rationalization of the
singlet-triplet gap in OLEDs

materials: impact of charge-transfer
character

M. Moral1, L. Muccioli2,3, W.-J. Son4, Y. Olivier5,
and J. C. Sancho-Garćıa1∗
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Abstract

New materials for OLED applications with low singlet-triplet en-

ergy splitting have been recently synthesized in order to allow for the

conversion of triplet into singlet excitons (emitting light) via a Ther-

mally Activated Delayed Fluorescence (TADF) process, which involves

excited-states with a non-negligible amount of Charge-Transfer (CT).

The accurate modeling of these states with Time-Dependent Density

Functional Theory (TD-DFT), the most used method so far because

of the favorable trade-off between accuracy and computational cost, is

however particularly challenging. We carefully address this issue here

by considering materials with small (high) singlet-triplet gap acting as

emitter (host) in OLEDs, and by comparing the accuracy of TD-DFT

and the corresponding Tamm-Dancoff Approximation (TDA), which is

found to greatly reduce error bars with respect to experiments thanks

to better estimates for the lowest singlet-triplet transition. Finally,

we quantitatively correlate the singlet-triplet splitting values with the

extent of CT, using for it a simple metric extracted from calcula-

tions with double-hybrid functionals, that might be applied in further

molecular engineering studies.

1 Introduction

Organic semiconductors materials have been thoroughly used in the last

decade for the development of a wide range of optoelectronic devices such

as miniaturized organic field-effect transistors,1–4 photovoltaic cells,5–7 and
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organic light-emitting diodes,8–11 commonly known as OLEDs. One of the

most rich subfields within last years, for the purpose of having brighter and

more efficient OLEDs for massive electronics, has been the study of new

organic semiconductors showing electroluminescence. These materials are

classified according to the underlying mechanism for light emission: fluo-

rescence or phosphorescence depending on the origin of the radiative decay

(ie., if it is produced from a singlet or triplet excited states, respectively12)

the latter yielding to phosphorescent-based OLEDs (PHOLEDs). The spin-

statistics affects the formation of the exciton upon the electron-hole com-

bination, see Figure 1, and that the radiative decay from triplet excitons

(75 %) is spin-forbidden according to the selection rules. Thus, only singlet

excitons (25 %) can emit light,13 degrading efficiency and increasing power

consumption. Initially, phosphorescent materials containing rare or transi-

tion metals14–18 were proposed to act as emissive triplet states, mainly due to

singlet-triplet combination via effective spin-orbit coupling interaction, relax-

ing the spin-forbiddennes of the electronic transition between ground singlet

and triplet excited states (see Figure 1) and thus increasing the emission

yield up to considerable efficiencies.18,19 However, these PHOLEDs also have

some known disadvantages such as a mineral extraction and toxicity issues

concerning the contained metals,20 and lower electroluminescence efficiency

under high current density.21 Moreover, although numerous efficient red and

green light emitting materials have been obtained, blue or white PHOLEDs

reliable enough for technological applications seem more hard to develop.18,22

For standard fluorescent materials, the 75 % of triplet excitons generated

by due spin statistics is lost through non-radiative processes. Actually, up-

conversion of dark triplet states to emissive singlet excitons can occur by
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two mechanisms: Triplet-Triplet Annihilation (TTA or P-type delayed fluo-

rescence) and Thermally-Activated Delayed Fluorescence (TADF or E-type

delayed fluorescence). Indeed, it has recently demonstrated that the inter-

nal quantum efficiency (IQE) can potentially raise to 100 % by a thermally

activated up-conversion of triplet into singlet states,23–25 resulting in highly

efficient OLEDs with no need for phosphorescent materials and the possi-

bility of obtaining bright blue emitters, giving thus very high total singlet

yields.11,26 In the case of TTA, the triplet up-conversion could achieve ef-

ficiencies up to 37.5 %, because only one photon is emitted by every pair

of annihilated triplet states, while all of triplet excitons can ideally be up-

converted to singlet states in the case of TADF.27 Note that the rate of the

latter mechanism becomes high only when the energy gap between the lowest

triplet and singlet states, ∆EST , is small (see also Figure 1). Recent studies

show how this requirement can be met by molecules containing a sufficiently

spatially separated Highest Occupied (HO) and Lowest Unoccupied (LU)

Molecular Orbitals (MO).28,29

The computational estimate of ∆EST is challenging: the abundant liter-

ature for singlet-triplet splitting of OLEDs materials shows that for a given

molecule theoretical predictions might differ up to tenths of eV, a quantity

which is of the same order than the property itself. In order to advance

the state-of-the-art of these calculations, here we aim at: (i) identifying and

validating a method able to calculate as accurately as possible the singlet-

triplet splitting of conjugated compounds; (ii) bracketing the influence of any

technicality of the calculations in the final estimates, and then the weight of

associated theoretical errors in further studies; and (iii) analyzing in detail

the kind of excitation leading to the lowest singlet and triplet-excited states,
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be them of a charge-transfer nature or not. Note that we are mainly inter-

ested here in the description of the processes briefly sketched in Figure 1,

where the different (possible) emitting mechanisms from an organic molecule

are displayed, and less in how the electron-hole pair is injected into the active

layer or migrates across it.30,31

In this systematic study, we will thus focus on a set of compounds, selected

from recent key references within the field,32 whose chemical structure is pre-

sented in Figure 2. It comprises molecules with moderately high (0.5 − 0.7

eV) singlet-triplet energy splitting, such as phenylcarbazole (PhCz), triph-

enylamine (TPA), and 4,4’-bis(carbazol-9-yl)-p-biphenyl (pCBP), typically

acting as the hole/electron transporting layer, as well as some with low (0.1−

0.3 eV) singlet-triplet energy splitting, such as spiro-annulated tripheny-

lamine/carbazole (ACRFLCN), 2-phenoxazine-4,6-diphenyl-1,3,5-triazine (PXZ-

TRZ), and 4,5-di(9h-carbazol-9-yl)phthalonitrile (2CzPN), acting as guests/emitters;

which can be considered as representative of TADF materials to be used in

real devices.33

2 Computational details

We specify next a set of technical details for the sake of the complete

reproducibility of the results. The ORCA 3.0.0 quantum-chemical package34

was used for most all the calculations reported here, unless otherwise noticed,

since for some complementary calculations we adopted the GAUSSIAN09

package;35 we have employed mostly hybrid (eg. PBE036,37) and double-

hybrid (egs. B2-PLYP38 and B2GP-PLYP39) density functionals. Note we

are much more interested in providing insightful conclusions, and structure-

5



property guidelines for these materials, than in benchmarking of theoretical

methods against large training sets; consequently, we have thus based our

choice of functionals on previous benchmark studies of excited-state proper-

ties.

First, the numerical thresholds were systematically increased (TightSCF,

TightOpt, Grid6, NoFinalGrid options in ORCA) with respect to defaults.

Then, whenever possible, we use the ’resolution-of-the-identity’ (RI) and

’chain-of-spheres’ (COSX) techniques40,41 leading to large speedup of the cal-

culations without any lack of accuracy, which was particularly useful for the

largest molecules treated here. For preliminary calculations, and for compar-

ison with existing results in the literature, the moderate 6-31G* basis set was

used. Then, the sufficiently large def2-TZVP basis set42 was always fixed for

quality results, with the corresponding auxiliary functions (def2-TZVP/JK

and def2-TZVP/C) taken from the library hardwired in the ORCA code.

Post-processing of the results was done with gOpenMol43 or Gaussview.44

Note also that both gas-phase and solution values can always be obtained,

the latter through the use of the implemented solvation models. For that

purpose, and according to the availability of the specific solvation

models in the softwares used, we employ both the non-equilibrium

Polarizable Continuum Model (PCM) using the integral equation

formalism variant (IEF-PCM) when dealing with hybrid meth-

ods,45,46 and the COnductor-like Screening MOdel (COSMO)47–49

in the case of double-hybrid methods, and with the default techni-

cal parameters.
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Vertical excitation (absorption) energies from the ground-state (X̃ or

commonly denoted as S0) to the first lowest singlet- (Ã or S1) and triplet-

excited state (ã or T1) of the molecules selected are calculated as EV A(S1) =

E(S1)//E(S0)−E(S0), or EV A(T1) = E(T1)//E(S0)−E(S0), where ’E(X)//E(S0)’

refers to energies of the involved excited-states but calculated at the opti-

mized geometry of the ground state; the vertical singlet-triplet splitting is

correspondingly obtained as ∆EST = EV A(S1)−EV A(T1). These absorption

energies are calculated within the linear-response TD-DFT approach.

Adiabatic excitation energies are achieved through the corresponding ex-

pressions E00(S1) = E(S1) − E(S0), or E00(T1) = E(T1) − E(S0), where the

minima of the respective excited-states is now considered; being defined now

as ∆EST
00 = E00(S1) − E00(T1). Where the geometry of the T1 state can be

accessed through spin-relaxed open-shell calculations, optimizing the geom-

etry for the S1 state needs the use of the implemented TD-DFT gradients50

at a non-negligible computational cost. We neglect differences in Zero-Point

Vibrational Energies (ZPVE) between ground- and excited-states, ∆EZPVE,

which are known to be small and rather independent on basis sets and func-

tional issues, ranging around a value of ∆EZPVE = 0.08 ± 0.04 eV.51,52

As a guide for comparison between experimental and calculated values,

we will hereafter employ in the following the MAXimum deviation (MAX),

the Mean Absolute Deviation (MAD) and the Root Mean-Squared Deviation

(RMSD), defined as:

MAX = max {|xi|} , (1)

MAD =
1

n

n
∑

i

|xi|, (2)
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RMSD =

√

√

√

√

1

n

n
∑

i

|xi|2, (3)

for which xi = Ωcalculated
i − Ωreference

i , being Ω the corresponding exci-

tation energies, and Ωreference
i the experimentally available values with i

running over the set of molecules studied.

3 Results and discussion

3.1 The Tamm-Dancoff approximation

The Tamm-Dancoff Approximation (TDA)53,54 is imposed for all calcu-

lations, which may result in some differences with respect to some previ-

ously (non-TDA) published values; this is expected to mainly affect triplet

excitation energies in the right direction (vide infra). In the TD-DFT linear-

response regime, the excitation (ΩTD−DFT = Em−E0) between excited- (Em)

and ground-state (E0) energies arises from the solution of the non-Hermitian

eigenvalue problem:55

[

A B
B⋆ A⋆

] [

X
Y

]

= ΩTD−DFT

[

1 0
0 −1

] [

X
Y

]

, (4)

with X (Y) the set of (de-)excitation amplitudes. In the following, we will

denote occupied (unoccupied) orbitals as i, j (a, b); and wHF the weight of

the HF-like exchange term entering into the form of the exchange-correlation

hybrid functional itself, Exc[ρ]. The matrix elements of the orbital rotation

Hessians matrices A and B are given, for a hybrid density functional in

spin-restricted case, by:

Aia,jb = δijδab(ǫa − ǫi) + 2(ia|jb) − wHF(ij|ab) + (1 − wHF) (ia|f̂xc|jb),(5)

Bia,jb = 2(ia|bj) − wHF(ib|aj) + (1 − wHF) (ia|f̂xc|bj), (6)
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being ǫi the eigenvalues of the corresponding Kohn-Sham eigenvectors φi,

and ia a compound index corresponding to the single substitution φi → φa.

The meaning of the involved integrals is as follows: (i) (ia|f̂xc|jb) is the in-

tegral
∫∫

φ⋆
i (r)φa(r)f̂xc(r, r

′)φ⋆
j(r

′)φb(r
′)drdr′, with f̂xc = δ2Exc[ρ]

δρ(r)ρ(r′)
being the

exchange-correlation kernel (this integral gives the linear-response of the

exchange-correlation functional); and (ii) (ia|jb) has the most common form
∫∫

φ⋆
i (r)φa(r)

1
|r−r′|

φ⋆
j(r

′)φb(r
′)drdr′, and can be viewed as an exchange-type

integral, (ia|jb)K , or as a Coulomb-type integral, (ij|ab)C .

By neglecting the occupied-unoccupied elements of the matrix, which cor-

responds to setting B = 0 in the full TD-DFT equations, Eq. (4), one arrives

to the Hermitian Tamm-Dancoff Approximation (TDA) to the problem:

AX = ΩTDAX, (7)

which is numerically simpler and (often) easier to interpret. Note how in

the case of having excitations with substantial charge-transfer character, the

product φi(r)φa(r) tends to vanish, and then the equations (5)-(6) simplify

to:

Aia,jb = δijδab(ǫa − ǫi) − wHF(ij|ab), (8)

Bia,jb ≈ 0, (9)

expecting in this case almost negligible differences between both full TD-

DFT and TDA results.56

We have then closely investigated the effect of the Tamm-Dancoff ap-

proximation on ∆EST , with results for the selected compounds gathered in

Table 1. We note that although experimental estimates32 are based on rate
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constants of prompt and delayed fluorescence (in toluene and at room tem-

perature), and are thus more related with E00(T1) and E00(S1) values, which

involve excited-state geometry relaxation, we want to first analyze here the

(possible) effect of TDA on vertical transition energies and show later on

that the effect of geometry relaxation is weak on ∆EST values.

Whereas the gas-phase theoretical values at the TD-PBE0/6-31G* level32

produced differences (MAX, MAD, and RMSD for ∆EST ) of 0.58, 0.21, and

0.28 eV, respectively, the corresponding TDA-PBE0/6-31G* calculations re-

duced all the metrics to 0.23, 0.13, and 0.16 eV, respectively. Interestingly,

the impact of TDA on the EV A(S1) values seems to be rather limited, with

variations with respect to previous (non-TDA) values ranging between 0.03

(PXZ-TRZ) and 0.11 (ACRFLCN), while the EV A(T1) values can be largely

affected (up to 0.40 eV for PhCz) or remain almost unaffected (0.01 eV

for PXZ-TRZ). This might signal the presence of dominant CT-type exci-

tations for some compounds, as follows from Eqs. (8)-(9), and especially

in the case of PXZ-TRZ (vide infra). Note also that we have verified that

this behavior holds independently of functional choice (TDA-PBE0/6-31G*

vs. TDA-B3LYP/6-31G*) or computational code (ORCA or GAUSSIAN09,

respectively) employed. The TDA scheme has been also recently shown to

be rather accurate in reproducing absorption and emission vibrational band

shapes,57 even when the sum rule affecting the oscillator strength distribu-

tion is not longer fulfilled,58 and it has been simplified (sTDA) to pave the

way towards calculations for large systems.59–61
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3.2 Dispersion and basis sets effects

We study next if the improvement of ground-state geometries, by ad-

dressing intra-molecular dispersion (attractive) effects by the recently in-

troduced DFT–D3(BJ) model,62–64 as well as the use of large (def2-TZVP)

basis sets, have some effect on vertical excitation energies. Although the

term ’dispersion’ is normally associated with long-range non-covalent inter-

actions,65 the effects taken into account here are better termed medium-range

intra-molecular interactions and can not be (in principle) neglected even for

medium-sized organic molecules.66

We analyze first if dispersion corrections and basis sets effects might

have some impact on ground-state geometries. We note that the calculated

TDA-PBE0/6-31G*//PBE0-D3(BJ)/6-31G* excitation energies do not ap-

preciably differ from previous (dispersion-uncorrected) values: differences in

MAX, MAD and RMSD values are found below 0.01 eV with respect to val-

ues reported in section 3.1 (for more details about the use of the –D3(BJ)

correction for optimizing ground-state geometries see the Supporting Infor-

mation). However, what instead seems to matter is the use of large basis sets,

see Table 1, since the differences between TDA-PBE0/def2-TZVP//PBE0-

D3(BJ)/def2-TZVP and TDA-PBE0/6-31G*//PBE0-D3(BJ)/6-31G* exci-

tation energies are significant: (i) EV A(S1) can vary up to ±0.1 eV; (ii) the

impact on EV A(T1) is slightly smaller, differing up to ±0.05 eV; and (iii) the

consequence is a variation of ∆EST between 0.0 and 0.2 eV, always in the

right direction since the employed metrics MAX, MAD and RMSD decrease

now to 0.17, 0.10, and 0.12 eV, respectively. As a final test of the optimal

basis set size, we have also employed for PhCz and TPA the very large def2-

QZVP basis set: going from def2-TZVP to def2-QZVP decreases the ∆EST
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only by −0.02 eV in both molecules; it thus seems that the def2-TZVP basis

set can be considered as safely converged.

3.3 Adiabaticity effects

We compare next adiabatic excitation energies from the ground-state to

the lowest singlet, E00(S1), and triplet, E00(T1), states. The experimental

values are derived from the onset of absorption and emission spectra in cyclo-

hexane at 300 K, and from the peak maximum of the phosphorescent spectra

in toluene at 77 K, respectively.32 The theoretical E00(S1) adiabatic energy

can in principle be obtained after optimizing the lowest singlet state at the

TD-PBE0-D3(BJ)/def2-TZVP level. However, severe convergence problems

precluded to obtain this energy for some of the molecules, independently on

functional choice (eg. PBE and B3LYP sanity checks were also performed).

On the other hand, the E00(T1) adiabatic energy is accessed after optimizing

the spin-unrestricted lowest triplet state at the PBE0-D3(BJ)/def2-TZVP

level, which does not suffer from that convergence problem. All the available

results are included in Table S1 (Supporting Information). Interestingly, for

both E00(S1) and E00(T1) excitations, the error with respect to experimental

results is always reduced compared with the previous case of vertical absorp-

tion energies, the E00(T1) values for the molecules ACRFLCN, PXZ-TRZ,

and 2CzPN are now in very close agreement with experimental results, result-

ing in MAD and RMSD values for E00(T1) of 0.10 and 0.06 eV, respectively.
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3.4 Solvent embedding

The impact that solvation has on excitation energies is approximately

described by using a dielectric continuum model, with the dielectric con-

stant (ǫs = 2.4) corresponding to the solvent (toluene) used in experiments

for extracting the singlet-triplet gap. The use of a solvation model appears

to be reasonably adequate in this case: the dielectric response originates

mainly from electronic polarization thanks to the approximation relation-

ship n2−1
ǫs−1

≈ 90 %, with n the refractive index of the solvent taken here as

n = 1.5, leaving thus only a small fraction from reorientation of the dipole

moments of both molecule and solvent.

We have analyzed first the impact of solvation on the adiabatic energies

for triplet states using the COSMO model. As a matter of illustration, the

E00(T1) values vary as much as 0.1 eV (e.g. PXZ-TRZ) resulting now in

MAD and RMSD values for this energy of 0.13 and 0.07 eV, respectively,

for the whole set. These values might be further corrected by dropping off

spin-contamination67 without any significant difference: MAD and RMSD

values are now 0.12 and 0.06 eV, respectively, to be compared with values

(former section) of 0.10 and 0.06 eV.

The values of EV A(T1) also remains largely unaffected in solvent-phase;

however, we have found a strong variation of the first singlet-excited state

for molecules ACRFLCN, PXZ-TRZ, and 2CzPN using this solvent model.

In particular, in the case of PXZ-TRZ, a dramatic overstabilization of its

EV A(S1) energy by up to −1.0 eV compared to experimental results32 is

obtained. This variation needs to be compared against a moderate solva-

tochromic shift of −0.04, −0.03, and −0.11 eV for PhCz, TPA, and pCBP,
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respectively. These results seem to confirm again the marked charge-transfer

character of the lowest singlet-singlet excitation for the former set of molecules,

which calls for further investigation. Note that this behavior renders the

value of ∆EST calculated with COSMO meaningless for ACRFLCN, PXZ-

TRZ and 2CzPN molecules, requiring thus another theoretical choice if a

balanced description of standard and charge-transfer singlet-singlet excita-

tions needs to be achieved.

This prompts us to use next the non-equilibrium Polarizable Contin-

uum Model (PCM) with the default technical parameters, for inferring both

the EV A(S1) and EV A(T1) values (see Table 1). In the non-equilibrium

limit, there is a fast response of electrons of the solvent to the

new configuration of the solute, and it is thus better adapted to

vertical transition energies. Considering now these results, a moderate

solvatochromic shift between −0.02 and −0.07 eV is always found with re-

spect to gas-phase, without suffering neither the pronounced overstabilization

found before, and leading thus to very accurate metrics: MAD and RMSD

values are now 0.11 and 0.13 eV, respectively. It turned out that there

is a significant interplay between the solvation model used and the

way in which a functional is able to describe a charge-transfer ex-

citation or not, or in other words, the kind of functional selected

for these cases.68
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4 Charge-transfer excitations and associated

metrics

4.1 On the use of double-hybrid density functionals

The high degree of specialization reached by density functionals of all

kinds (the functional zoo) has not yet been fully translated to a more accu-

rate description of excited-states, with PBE0 still being by far the favoured

choice.69–71 In the case of charge-transfer excitations, one could better use

modern range-separated hybrid functional such as ωB97X.72 However, since

one deals here with intramolecular charge-transfer excitations, the EV A(S1)

values are systematically overestimated by around 0.8 − 0.9 eV with this

functional, in agreement with previous studies.32 This result clearly reveals

how difficult is to tackle efficiently the separation between medium- and long-

range effects and its influence on excited-states properties.

However, the irruption of double-hybrid methods, after their pioneering

implementation for use within the TD-DFT framework,73 might lead to a

good compromise in this case; note that the very few benchmarking studies

performed up to now, exclusively for singlet-singlet energies, seems to confirm

this prospect.74–78 This is why we combine next the use of these function-

als with some orbital-based metrics, to disclose first existing charge-transfer

excitations and then fully characterize the relationships between these exci-

tations and corresponding low singlet-triplet energy splittings.

We therefore start by analyzing the dependence of the results (singlet-

singlet excitation energies: EV A(S1)) on the double-hybrid functional choice.

For the case of PhCz, for which it seems clearly established the presence of

an absorption maximum peaking at around 3.67 eV79 almost independent of
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solvent effects, we have compared the output of some Double-Hybrid (DH)

expressions80–82 in several flavors (B2-PLYP, B2GP-PLYP, B2π-PLYP, and

PBE0-DH, see Table S2 in the Supporting Information) using toluene as sol-

vent for the COSMO module. Whereas the TDA-PBE0/def2-TZVP//PBE0-

D3(BJ)/def2-TZVP method (starting point) gives a value of 4.09 eV for this

molecule, the use of B2-PLYP slightly improves it to 3.98 eV, with the other

methods providing values roughly above it, and this trend holds for TPA and

pCBP molecules too. However, for molecules with an envisioned large charge-

transfer character, such as ACRFLCN, PXZ-TRZ or 2CzPN, it has been rec-

ognized before that a correct description of long-range charge-transfer excited

states require non-local exchange83 and/or correlation77 kernel. Therefore,

it might be interesting to consider functionals having large weights for these

non-local exchange (ie. exact-like) and correlation (ie. perturbative-like)

terms for comparison purposes. Table S2 shows the composition of several

double-hybrid methods initially chosen, being therefore B2GP-PLYP the one

fitting better (having wEXX = 0.65 and wPT2 = 0.36) to the previous argu-

ment. We will thus restrict in the following to the discussion of the B2-PLYP

and B2GP-PLYP results. Due to this feature, and invoking again the

large interplay between solvent models and the use of a (double-

)hybrid functional,68 we obtain very decent metrics (MAD and RMSD)

of 0.34 and 0.39 eV (for B2-PLYP) and 0.28 and 0.32 eV (for B2GP-PLYP)

over the whole sef of compounds. One can argue that this accuracy metrics

hardly shows the benefit of using a more costly DH functional instead of the

standard PBE0 model. However, for the set of compounds with (expectedly)

larger charge-transfer character, such as ACRFLCN, PXZ-TRZ or 2CzPN,

the metrics (MAD and RMSD) are 0.16 and 0.20 eV (for B2GP-PLYP) com-

pared to 0.25 and 0.25 eV for PBE0. We will thus adopt the B2GP-PLYP
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model in the remainder of the study.

Note that for a double-hybrid functional the final ΩDH
TDA values, gathered

in Table 2, are obtained in a two-step fashion,

ΩDH
TDA = ΩGH

TDA + wPT2∆
(D), (10)

where the perturbative-like correction84 ∆(D) is weighted by the wPT2 value,

and then added to the initial excitation energies (ΩGH
TDA) obtained for a stan-

dard (global) hybrid. All the eigenvectors and eigenvalues needed are ob-

tained after converging self-consistently the Kohn-Sham equations for the

corresponding global hybrid. Interestingly, for the chosen case of the B2GP-

PLYP functional, the size of this correction is around −0.6 eV for PhCz,

TPA, and pCBP molecules, but it is substantially larger for those molecules

with charge-transfer excitations, between −0.8 eV for 2CzPN and −1.3 eV for

ACRFLCN. This shows how the ∆(D) correction must to be always included,

having otherwise only the value provided by a hybrid functional weighted

by the wEXX in Table S2, which might overestimate the experimental results

according to their large weight (wEXX ≥ 0.5 normally in double-hybrid func-

tionals82). The oscillator strengths (f) provided by both methods are also

included in Table 2, although these must be regarded only for qualitative

purposes85 since the f -sum rule, also known as the Thomas-Reiche-Kuhn

sum rule, which states that the sum of the f values of absorption transitions

minus the sum of the f values of the emission transitions equals the number

of electrons involved in the specific transition, is not longer fulfilled.
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4.2 Natural Transition Orbitals and associated metrics

Additionally to the aforesaid features, the understanding of the way in

which a TD-DFT calculation describes an electronically excited state can be

hampered, especially in the case of having a marked charge-transfer charac-

ter, by a large set of non-zero coefficients κia quantifying the promotion from

an occupied orbital (φi) to an unoccupied one (φa) to the excitation energy.

This often makes a straightforward interpretation of the results difficult, due

to the large number of determinants defining the excited-state, each one with

its own amplitude κia. However, one can find a more compact representation

of the contribution that each electron-hole pair makes to the final excited

state, as well as a set of orbitals with a meaning other than be used as inter-

mediates to build the electronic density of the ground state, by resorting to

the use of Natural Transition Orbitals (NTO),86 φ′
i and φ′

a, which arise after

diagonalization of the single-particle transition density matrix T having as

elements:

Tia =
∑

σ

〈ΨÃ|c
†
iσcaσ|ΨX̃〉, (11)

with σ a spin index. This transformation does not change the corresponding

(accurate) excitation energies obtained before. We adopt here this procedure

at the TDA-B2GP-PLYP/def2-TZVP//PBE0-D3(BJ)/def2-TZVP level, with

the COSMO solvation model too, to analyze in depth the transition pro-

cesses leading to the first singlet excited-state of the studied systems. Table

3 gathers the key information needed to characterize the nature and type of

the excited-states found, including the values for the new set of coefficients

λia dominating the transition. All the excitations can be characterized now

of a truly π → π⋆ (HOMO to LUMO) nature, with these frontier orbitals

asymmetrically distributed between the different parts of the molecule in the

case of the charge-transfer compounds (eg. PXZ-TRZ) or spread out over the
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whole molecular backbone (eg. PhCz), as depicted in Figure 3 for both cases.

From these orbitals, we can quantify the topology and extent of the

electron-hole distance87–91 by means of the following recently proposed in-

dex:92,93

∆r(NTO) =

∑

ia λ2
ia|〈φ

′
a|r̂|φ

′
a〉 − 〈φ′

i|r̂|φ
′
i〉|

∑

ia λ2
ia

, (12)

where φ′
i(a) refers now to the new set of occupied (virtual) NTO, with λia

the corresponding coefficients for the involved excitation. Note also that a

cutoff, ∆r(NTO) > 1.5 − 2.0 Å, has been proposed before to distinguish,

and then characterize, a charge-transfer excitation. We can immediately ob-

serve in Table 3 how ∆r(NTO) allows to clearly split the set of molecules

into two subsets, those having low (pronounced) charge-transfer character:

PhCz, TPA, and pCBP (ACRFLCN, PXZ-TRZ, 2CzPN), with two of them

being especially prone to it (ACRFLCN and PXZ-TRZ) having as twice as

value of the above cutoff. This quantitative results are in perfect agreement

with the findings observed through previous sections, and helps to rational-

ize the performance of the different theoretical methods used along this study.

To further rationalize this feature, we explicitly write the singlet and

triplet solution of the TD-DFT equations for the simplest two-level case

as starting point:94 One deals here with a single-electron excitation from

frontier occupied to virtual orbitals (a φi → φa transition) and neglects

all other interactions between occupied and/or virtual orbitals. Hence, the

square roots of the corresponding eigenvalues problem:56

M =

[

A B
B⋆ A⋆

]

=

[

Miaσ,iaσ Miaσ,iaτ

Miaτ,iaσ Miaτ,iaτ

]

=

[

∆ǫ (∆ǫ + 2K↑,↑) 2∆ǫK↑,↓

2∆ǫK↓,↑ ∆ǫ (∆ǫ + 2K↑,↑)

]

(13)
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give the singlet and triplet excitation energies, respectively:

ΩS =
√

∆ǫ [∆ǫ + 2 (K↑,↑ + K↑,↓)], (14)

ΩT =
√

∆ǫ [∆ǫ + 2 (K↑,↑ − K↑,↓)], (15)

with ∆ǫ = ǫa − ǫi, and Kiaσ,iaτ depending on the two-electron integrals intro-

duced above, (ia|f̂σ,τ
xc |ia) and (ia|ia), with σ and τ spin-indices. These two

roots further reduce in the TDA treatment to simply:

ΩS = ∆ǫ + K↑,↑ + K↑,↓, (16)

ΩT = ∆ǫ + K↑,↑ − K↑,↓, (17)

which can also be viewed as a linearization of the solutions one would obtain

from the full TD-DFT equations (14)-(15). These two solutions are explicitly

written as:

ΩS = ∆ǫ + (HL|f̂ ↑,↑
xc |HL) + (HL|f ↑,↓

xc |HL) + 2(HL|HL), (18)

ΩT = ∆ǫ + (HL|f ↑,↑
xc |HL) − (HL|f̂ ↑,↓

xc |HL), (19)

with H and L refer now to the HOMO and LUMO orbitals involved in

the (two-level) excitation, and ∆ǫ the corresponding eigenvalue difference.

This gives an expression for ∆EST = ΩS − ΩT = 2K↑,↓ = 2(HL|HL) +

2(HL|f̂ ↑,↓
xc |HL). It can be clearly seen now that for having a low ∆EST val-

ues one needs a low overlap between the involved orbitals, ie. the product

φH(r)φL(r) would have to asymptotically vanish as it happens for instance

for the PXZ-TRZ molecule (see Figure 3).

Briefly, the computational design concept followed is to decrease the

singlet-triplet splitting by allowing spatial separation (the larger the bet-

ter) of the electron-hole pair upon excitation (the so-called donor-acceptor
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approach28) although, however, a minimal overlap should be guaranteed be-

tween the frontier orbitals involved in the transitions to the excited state in

order to allow for effective emission and non-vanishing oscillator strengths.

The large correlation found between the (experimental) singlet-triplet split-

tings and the (calculated) values of ∆r(NTO) is presented in Figure 4, show-

ing a correlation coefficient of 0.95 for the fitting to a function A0/ (A1 + ∆r(NTO)),

with A0 = 1.13 eV Å and A1 = 1.56 eV. The function selected intends to

represent the screened and shifted Coulomb interaction between the quasi-

particles involved in the excitation, accounting also for some of its physi-

cal limits: when ∆r(NTO) → 0 (∆r(NTO) → ∞) then ∆EST → 0.7 eV

(∆EST → 0.0 eV). Thereby, a large intra-molecular charge-transfer charac-

ter of the S0 to S1 excitation would lead to very low singlet-triplet energy

separation. Actually, we can predict a value of ∆r(NTO) ≈ 4 Å for having a

singlet-triplet splitting as low as 0.2 eV. Interestingly, the Supporting Infor-

mation also includes the results using the TDA-PBE0/def2-TZVP method

instead of the TDA-B2GP-PLYP/def2-TZVP one and, owing to the similar

trend found, the former also emerges as a promising and cheap alternative.

5 Conclusions

We have explored in this work the performance of the linear-response

Tamm-Dancoff approximation to the prediction of singlet-triplet energy dif-

ferences (∆EST ) for a set of compounds with OLED applications.95 This

energy gap is known to be a very sensitive property depending on the charge-

transfer nature of the underlying excitations.96 Our results reveal that:

(i) the geometry of the ground-state can be safely obtained at the PBE0-

D3(BJ)/def2-TZVP level, including large basis sets (def2-TZVP) and dis-
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persion corrections –D3(BJ); (ii) the Tamm-Dancoff approximation is key to

reduce significantly the error for EV A(T1) energies, while the corresponding

EV A(S1) values remain almost unaffected; this error decrease still continues

with the use of large basis sets leading to the TDA-PBE0/def2-TZVP//PBE0-

D3(BJ)/def2-TZVP recommended model chemistry for a clear compromise

between accuracy and computational cost; (iii) the use of double-hybrid

density functionals within the linear-response Tamm-Dancoff approach, thus

at the TDA-B2GP-PLYP/def2-TZVP//PBE0-D3(BJ)/def2-TZVP level and

for EV A(S1) excitation energies, can also be considered to double-check the

values of these transitions being charge-transfer or not; (iv) the use of natu-

ral transition orbitals, which are based on the electron-hole separation upon

excitation, calculated with any of the two methods assessed, appears well

suited for the quantitative description of the nature of the excitations in these

compounds; and (v) the triplet excitation seems to be much more localized

than the singlet one, the latter being thus more prone to charge-transfer re-

lated issues, an observation confirmed by the calculated distance between the

centroids of the involved natural transition orbitals. Furthermore, we have

found a strong inverse correlation between this distance and the ∆EST val-

ues, which might help to the computational design of new molecules with low

energy separation between the lowest singlet and triplet excited states, and

could be thus used in the development of new blue-emitting devices through

the TADF mechanism.
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67. Rivero, P.; Jiménez-Hoyos, C.A.; Scuseria, G.E. J. Phys. Chem. A 2013,

117, 8073.

68. Chibani, S.; Charaf-Eddin, A.; Le Guennic, B.; Jacquemin, D. J. Chem.

Theory Comput. 2013, 9, 3127.
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• Table 1. Calculated EV A(S1) and EV A(T1) values (in eV) and cor-

responding energy difference ∆EST . The experimental values for the

latter property are also included, as well as the MAX and RMSD (in

eV) values with respect to them.

• Table 2. Calculated EV A(S1) values (in eV) and oscillator strenghts

(between parentheses) for B2-PLYP and B2GP-PLYP methods. The

experimental EV A(S1) values (in eV) are also included.

• Table 3. Description, at the TDA-B2GP-PLYP/def2-TZVP//PBE0-

D3(BJ)/def2-TZVP level, of the lowest singlet-singlet excitation pro-

cess (from occupied φ′
i to unoccupied φ′

a) by using NTO and corre-

sponding occupation number λia (the threshold for printing occupation

numbers is fixed at 0.02), as well as resulting ∆r(NTO) (in Å) values.
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Table 1:

Molecule: PhCz TPA pCBP ACRFLCN PXZ-TRZ 2CzPN MAX RMSD

TD-DFTa EV A(S1) 4.141 4.063 3.717 2.717 2.314 2.992

EV A(T1) 3.059 3.098 2.892 2.556 2.269 2.530

∆EST 1.08 0.96 0.82 0.16 0.04 0.46 0.53 0.28

TDAb EV A(S1) 4.233 4.092 3.761 2.828 2.349 3.066

EV A(T1) 3.457 3.386 3.190 2.819 2.279 2.696

∆EST 0.78 0.71 0.57 0.01 0.07 0.37 0.23 0.16

TDAc EV A(S1) 4.129 3.921 3.731 2.989 2.334 3.077

EV A(T1) 3.412 3.411 3.153 2.916 2.322 2.719

∆EST 0.72 0.51 0.58 0.07 0.01 0.36 0.17 0.12

TDAd EV A(S1) 4.083 3.837 3.740 2.828 2.416 2.991

EV A(T1) 3.394 3.332 3.200 2.818 2.380 2.668

∆EST 0.69 0.51 0.54 0.01 0.04 0.32 0.23 0.13

Exp. values ∆EST 0.55 0.57 0.71 0.24 0.06 0.31
a Calculated at the TD-PBE0/6-31G*//B3LYP/6-31G* level (taken from Ref.32).
b Calculated here at the TDA-PBE0/6-31G*//PBE0/6-31G* level.
c Calculated here at the TDA-PBE0/def2-TZVP//PBE0-D3(BJ)/def2-TZVP level.
d Calculated here at the TDA-PBE0/def2-TZVP//PBE0-D3(BJ)/def2-TZVP level, and with the

PCM module for the solvent (toluene).

33



Table 2:

Molecule: PhCz TPA pCBP ACRFLCN PXZ-TRZ 2CzPN

TDAa B2-PLYP 3.978 3.948 3.913 2.612 2.061 2.870

(0.042) (0.031) (1.072) (0.001) (0.003) (0.104)

B2GP-PLYP 4.150 4.130 4.176 2.962 2.396 3.145

(0.047) (0.034) (1.193) (0.002) (0.005) (0.126)

Exp. values 3.66 3.74 3.80 3.05 2.73 3.19
a Calculated here at the TDA-B2(GP)-PLYP/def2-TZVP//PBE0-D3(BJ)/def2-

TZVP level, and with the COSMO module for the solvent (toluene).

34



Table 3:

Molecule φ′
i φ′

a λia ∆r(NTO)

PhCz HOMO LUMO 0.816 0.60

(H-1)OMO (L+1)UMO 0.141

TPA HOMO LUMO 0.879 0.14

(H-1)OMO (L+1)UMO 0.036

(H-2)OMO (L+2)UMO 0.030

pCBP HOMO LUMO 0.804 0.25

(H-1)OMO (L+1)UMO 0.133

ACRFLCN HOMO LUMO 0.986 3.75

PXZ-TRZ HOMO LUMO 0.996 4.98

2CzPN HOMO LUMO 0.936 2.57

(H-1)OMO (L+1)UMO 0.048
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• Figure 1. Sketch of an energy diagram showing the main light emitting

processes for the organic materials of interest for OLEDs applications.

• Figure 2. Chemical structure of the investigated compounds. The

hydrogen atoms and corresponding C–H bonds have been omitted for

clarity.

• Figure 3. Isocontour plots of the calculated HOMO (left) and LUMO

(right) Natural Transition Orbitals for the PhCz (top) and PXZ-TRZ

(bottom) molecules. The size and colour describe the amplitude and

sign, respectively, of the lobes of orbitals.

• Figure 4. Dependence of the experimental singlet-triplet splitting on

the calculated electron-hole distance (∆r(NTO)), at the TDA-B2GP-

PLYP/def2-TZVP//PBE0-D3(BJ)/def2-TZVP level, in the S1 state

for the set of molecules investigated. The dashed line represents the

fitting function A0/ (A1 + ∆r(NTO)), with the value and units of the

parameters specified in the text.
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Figure 2.
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Figure 3.
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