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Abstract 

This paper presents an Artificial Neural Network (ANN) to predict the wave overtopping 
discharge at coastal and harbour structures for a variety of wave conditions and complex 
geometries. The goal of this work is to provide a robust tool in both extreme and tolerable 
overtopping conditions, starting from the ANN recently developed by the authors for wave 
reflection, overtopping and transmission. Optimisation of the existing ANN is analysed: i) by 
training the ANN also on very low values of the overtopping discharge: i) by the set-up of an 
architecture consisting of a classifier-quantifier scheme; iii) i) through the modification of the 
weight factors included in the boot-strapping resampling technique. The accuracy of the 
optimised ANN is proved predicting new data and datasets.  

 
Keywords: artificial neural network; wave overtopping; classifier-quantifier scheme; weight 
factors; training database   
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1. Introduction 

Most coastal and harbour structures are constructed primarily to limit wave overtopping or 
prevent flooding. New challenges to the risk based design of these structures are posed by the 
ongoing effects of climate change, with sea level rise and increasing intensity and frequency of 
storms (THESEUS team, 2014). Therefore the accurate estimation of overtopping discharges 
and volumes, together with the characteristics of the overtopping flow over the structures, are 
extremely important to assess and assure the safety – or at least limit the exposure – of 
people, activities and goods.   

Formulae and methods are available to predict overtopping at particular structures, often fairly 
simplified geometries, under given wave conditions and water levels (EurOtop, 2007; Van der 
Meer et al., 2009). Numerical models do exist that can simulate the wave-by-wave process and 
the details of 3D flows (Higuera et al., 2013), also with some simplification and in general with 
a significant effort for the preparation of the required data and the need for calibration. A good 
option to predict wave overtopping is to use physical model tests, but they are expensive and 
time consuming. They should certainly be considered for a final design, but are often a way too 
far in a preliminary design. 

For conceptual design purposes, a simple and rapid approach is to use an Artificial Neural 
Network (ANN), which is particularly recommended in case of complicated structure 
geometries and variable wave conditions (EurOtop, 2007). This kind of predictive method 
requires however a homogeneous and “wide-enough” database to train the ANN, based on a 
number of parameters for total range of possible output values. There are specific cases where 
an ANN cannot deal with, such as very complex walls and double promenades (Van Doorslaer 
et al., 2015), see for details the methodology released within the PC-OVERTOPPING 
calculator (http://www.overtopping-manual.com/calculation_tool.html). 

The ANN developed within the CLASH (2004) project and proposed by EurOtop (2007) for the 
prediction of the average overtopping discharge, q, is the ANN by Van Gent et al. (2007). 
Further analysis and other ANNs have been delivered during and after CLASH (2004): the 
ANN by Verhaeghe (2005) for q and the ANN developed by the authors (Zanuttigh et al., 
2014). The last one predicts the main wave-structure interaction parameters: besides q, the 
wave reflection, Kr, and transmission, Kt coefficients. These ANNs showed a good performance 
when predicting the same database used for training but were not systematically tested against 
new data, i.e. data that were not already used for training.  

The goal of this work is to provide coastal designers with a tested robust and accurate ANN 
able to represent extreme and tolerable wave overtopping discharges for a wide range of 
structure types under a variety of wave conditions. This work is based on the recent research 
carried out by the authors (Zanuttigh et al., 2014) and is going to answer key questions such 
as:  

• How the ANN can deal with zero measured values of overtopping? 
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• Does the implementation of a new classifier-quantifier scheme (based on the idea by 
Verhaeghe, 2005; Verhaeghe et al., 2008) allow a better prediction of the extreme 
values or is the effect of the error propagating from the first classification dominant? 

• How should weight factors be introduced in the ANN training, to let the ANN learning 
from the more reliable data?  

• How can the results of the ANN be used in practice, accounting for model and scale 
effects? 

The paper structure is as follows. Section 2 describes the new extended database for wave 
overtopping, including the explanation of the differences and updates with respect to CLASH 
(2004). Section 3 focuses on the optimisation of the existing ANN (Sub-section 3.1) with 
respect to the training process and the representation of the extreme values. The analysis of 
extreme conditions accounts for i) the low values (q<10-6 m3/s/m), which are at present 
overestimated in previous works by Van Gent et al. (2007) as well as Verhaeghe et al. (2008); 
and ii) the high values (q>10-3 m3/s/m), whose accurate estimate is essential to assess the 
potential impacts of disasters. As for the first objective, the training of the ANN including all the 
non-zero values of the discharge is examined (Sub-section 3.2) and its capacity to deal 
specifically with zero values is discussed (in Sub-section 3.3). The definition of the weight 
factors affecting the training process is also analysed and a new way to evaluate them is 
proposed (Sub-section 3.4) to assure a more balanced assessment of the data reliability and 
complexity. As for the second objective, the architecture of the ANN is modified into a 
classifier-quantifier scheme, which is inspired by the work of Verhaeghe et al. (2008), but is 
very different both as purpose and as set-up (Sub-section 3.5). Section 4 provides the 
accuracy of the final ANN (Sub-section 4.1) when predicting either datasets excluded from the 
training database (Sub-section 4.2), or new data and datasets (Sub-section 4.3). The 
limitations of the optimised ANN with regard to the model (i.e. wind, currents) and scale (i.e. 
permeability) effects are also discussed (Sub-Section 4.4). Conclusions are finally drawn in 
Section 5. 

2. The new database: parameters and schematisation of the structure 

The wave overtopping Data Base (DB hereafter) employed in this work is composed by more 
than 13,500 tests mainly derived from the CLASH DB (Van der Meer et al., 2009), which 
consists of more than 10,000 irregular tests on dikes, rubble mound breakwaters, berm 
breakwaters, caissons and combinations of these structures resulting in complicated 
geometries. The following datasets have been added to the existing CLASH DB: 

• 170 tests on vertical walls (Oumeraci et al., 2007);  
• 56 tests on rubble mound with cobs (Besley et al., 1993);  
• 75 tests on smooth structures with berms (private communication); 
• 103 tests on harbour caissons (private communication); 
• 249 tests on reshaping berm breakwaters (of which 30 from Lykke Andersen et al., 

2008 and the remaining 219 from private communication); 
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• 366 tests on smooth steep slopes by Victor and Troch (2012); 
• 671 tests on smooth slopes in combination with walls by Van Dorslaer et al., (2015). 

This extended DB is part of a DB recently assembled to gather all the available data on wave 
overtopping, reflection and transmission (Zanuttigh et al., 2014).   

The DB set-up follows the original CLASH DB, by adopting the same schematization of the 
structures (see Fig. 1) and maintaining the same geometric and hydraulic parameters. In 
addition, the following parameters have been included  

• Kr and Kt where available, 
• the average unit size D representative of the structure elements around the water level. 

It could be the Dn50 for rock armour, Dn for concrete armour, but it could also be the 
height of a step of a staircase geometry.  

A new original procedure has been developed to evaluate few parameters (D, γf, cotαincl) in 
such a way to be consistent through the DB. D is calculated as the weighted average of the 
characteristic downslope Dd  and upslope Du sizes of the elements in the run-up/down area, i.e. 
within ±1.5 Hm0,t above and below the still water level, following the formula: 

D= Dd∙(hsub-hb)+Du∙(hb+hem)
hsub+hem

 ,         (1) 

where hsub= min�1.5∙Hm0,t;h� ;  hem=min (1.5∙Hm0,t;Ac). 

Consistently, also the roughness factor γf and the average slope cotαincl that is the average 
slope in the run-up/down area are now respectively evaluated as 

𝛾𝛾f=
𝛾𝛾fd∙(hsub-hb)+𝛾𝛾fu∙(hb+hem)

hsub+hem
 ,         (2) 

cotαincl= cotαd∙(hsub-hb)+B+cotαu∙(hb+hem)
hsub+hem

 ,       (3) 

Eq. (3) is valid for |hb|<1.5·Hm0t; otherwise cotαincl= cotαd (hb>0) or cotαincl= cotαu (hb<0). 
The ANN tool that has been prepared and is going to be delivered through the website requires 
the users to enter –through an interface - the correct values of cotαd and cotαu, Dd  and Du, of 
γfd, γfu, as well as the other input parameters for the ANN to be described in Section 3. The tool 
then calculates the average values according to Eq.s (1)-(3). 

In the CLASH database, each test is characterised by a reliability and a complexity factors, RF 
and CF, which describe respectively the reliability level of the measured or estimated structural 
and hydraulic parameters and how well a structure geometry could be described by the 
geometrical parameters. The values of RF and CF vary from 1 to 4, i.e. from the more reliable 
or simple to the more unreliable or complex situation.  Sometimes interesting data were found 
during the CLASH project that could not be used for the training of the ANN, such as  tests with 
a wind simulator. In the CLASH database these tests were present, but were given a reliability 
factor RF=4, indicating that the data should not be used, however in reality the data could be 
quite reliable. To overcome this problem, an extra column has been created in the new 
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database. This column indicates whether the test belongs to the “core”-data, which means that 
it can be considered as a case to be used for training of the ANN, or that it is outside this core-
data but with a peculiar feature denoted by a letter, for instance: w=wind, p=prototype, 
c=current, b=bull nose, pc=perforated caisson.  

 

 

Figure 1 – Schematization of the structure based on CLASH, including some of the geometrical 
and hydraulic parameters.  

 

The final DB includes therefore 8 parameters more than the CLASH DB, consisting of: 
• 11 hydraulic parameters, characterizing the wave attack conditions (extension with the 

spreading parameter, as all the available laboratory reports include this value in the 
case of short-crested waves; long-crested waves will get the spreading=0); 

• 21 structural parameters (extension with Dd, Du, D, γfd, γfu); 
• 4 general parameters, the test label, the reliability RF and the complexity CF factors, 

the inclusion in the “core” data for the ANN training; 
• 3 output parameters (extension with Kr and Kt).  

Table 1 reports the type and the number of all the parameters included in the extended DB, in 
comparison with the original CLASH DB. 

Figures 2 and 3 provide the comparison of the new DB to the original CLASH DB. In Figure 2 
the values of the average overtopping discharge q are grouped in 9 classes according to the 
order of magnitude of q. One additional class collects the values of q identically equal to zero, 
which roughly represent 12% of the overall amount of data. In Figure 3 the data are divided on 
the basis of the structure type and/or wave attack, as well as in Zanuttigh and Van der Meer 
(2008). The DB therefore consists of 7 groups: rock permeable straight slopes (denoted by the 
label “A”), rock impermeable straight slopes (“B”), armour units straight slopes (“C”), smooth 
and straight slopes (“D”), structures with combined slopes and berms (“E”), vertical walls (“F”) 
and oblique wave attacks (“G”). The G group indeed includes all the tests performed in 3D 
conditions: all the other groups A-F are related to different structures tested in wave flumes at 
different scales. As the presence of 3D effects is well known from the literature, the 
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identification of a specific group has been selected to ease the comparison among 
experimental conditions and the training of the ANN.  
From the diagrams of Figure 3, it can be observed that most of the tests is concentrated within 
groups E and F (reaching about the 42% of the total), while the remaining tests are almost 
evenly spread around.  
The two DBs (the original CLASH and the new extended one) show nearly the same 
distribution of the values of q (Fig. 2), while a more significant difference can be detected when 
comparing the structure types (Fig. 3). In particular, the new DB includes a wider number of 
vertical walls (group “F”) and rock impermeable structures (group “B”), but smaller percentages 
of non-straight slopes (group “E”) and smooth slopes (group “D”). Such different assortment of 
the new DB is not expected to affect the quality of the predictions, since the large amount of 
available tests ensures the representativeness of each structure type.  The narrower group “B”, 
representing the 7% of the whole DB, collects more than 900 data.  

 

 

Figure 2 – The DB distribution of the values of q by orders of magnitude. To the left, the 
complete DB; to the right, the original CLASH DB (Van der Meer et al., 2009). 

 

Figure 3 – The DB distribution of the values of q based on the type of the structures and/or the 
wave attack, following Zanuttigh and Van der Meer (2008). To the left, the complete DB; to the 
right, the original CLASH DB (Van der Meer et al., 2009). 
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Table 1 - Parameters included in the new extended database compared with the ones included in the 
original CLASH database.  

 

# Parameter Unit Type CLASH New Definition of the parameter 
1 Name [-] general √ √  
2 Hm,0,deep [m] hydraulic √ √ Off-shore significant wave height 
3 Tp,deep [s] hydraulic √ √ Off-shore peak wave period p 
4 Tm,deep [s] hydraulic √ √ Off-shore average wave period 
5 Tm-1,deep [s] hydraulic √ √ Off-shore spectral wave period 
6 hdeep [m] structural √ √ Off-shore water depth 
7 m [-] structural √ √ Foreshore slope 
8 β [°] hydraulic √ √ Wave obliquity 
9 Spreading [-] hydraulic  √ Spreading 

10 h [m] structural √ √ Water depth at the structure toe 

11 Hm,0,t [m] hydraulic √ √ Significant wave height at the structure 
toe 

12 Tp,t [s] hydraulic √ √ Peak wave period at the structure toe 
13 Tm,t [s] hydraulic √ √ Average wave period at the structure toe 
14 Tm-1,t [s] hydraulic √ √ Spectral wave period at the structure toe 
15 ht [m] structural √ √ Toe submergence 
16 Bt [m] structural √ √ Toe width 
17 Type [-] structural √ √ Type of structure and armour unit 
18 cotαd [-] structural √ √ Cotangent of the angle that the structure 

part below/above the berm makes with a 
horizontal 19 cotαu [-] structural √ √ 

20 cotαexcl [-] structural √ √ Cotangent of the mean angle that the 
structure makes with a horizontal, 
excluding/including the berm, in the run-
up/run-down zone  

21 cotαincl [-] structural √ √ 

22 γfd [-] structural  √ Roughness factor for cotαd 
23 γfu [-] structural  √ Roughness factor for cotαu 

24 γf [-] structural √ √ Roughness factor (average in the run-
up/down area in the new DB, Eq. 2) 

25 Dd [-] structural  √ Size of the structure elements along cotαd 
26 Du [-] structural  √ Size of the structure elements along cotαu 

27 D [m] structural  √ Average size of the structure elements in 
the run-up/down area (Eq. 3) 

28 B [m] structural √ √ Berm width 
29 hb [m] structural √ √ Berm submergence 
30 tanαb [-] structural √ √ Berm slope 
31 Bh [m] structural √ √ Horizontal berm width 
32 Ac [m] structural √ √ Crest height with respect to swl 
33 Rc [m] structural √ √ Wall height with respect to swl 
34 Gc [m] structural √ √ Crest width 
35 RF [-] general √ √ Reliability Factor 
36 CF [-] general √ √ Complexity Factor 
37 Pow [-] hydraulic √ √ Overtopping probability 

38 q [m3/s/m] output √ √ Wave overtopping discharge per unit 
width 

39 Kr [-] output  √ Wave reflection coefficient 
40 Kt [-] output  √ Wave transmission coefficient 
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3. Optimisation of the existing ANN with focus on extremely high and 
low wave overtopping discharges 

This Section aims at describing the research and the advances specifically implemented for the 
prediction of the extreme values of the overtopping discharge, starting from the ANN 
developed by the authors (short overview in Sub-section 3.1). The training DB of the ANN is 
extended to all the non-zero values of q (Sub-section 3.2), achieving a better representation of 
the low values of q that were overestimated by previous ANNs. The newly trained ANN shows 
also a good capability to deal with the measured zero values of q that are reproduced as the 
minimum values within each dataset (Sub-section 3.3). The definition of the Weight Factors to 
be included in the training process is also discussed (Sub-section 3.4). A classifier-quantifier 
scheme has been implemented for a better prediction of extreme values of q and compared 
with the improved ANN (Sub-section 3.5). 

3.1 The existing ANN 

This paper describes the development of the ANN presented by Zanuttigh et al. (2014) for the 
prediction of the wave overtopping discharge q, the wave reflection and the wave transmission 
coefficients Kr and Kt.  

This ANN is a multilayer network, composed of 1 input layer of 15 dimensionless input 
parameters, 1 hidden layer of 20 hidden neurons and 1 bias, and 1 output layer of 1 output 
parameter. Moreover, the ANN  

• is based on a “feed-forward back-propagation” learning algorithm, 
• adopts the Levenberg – Marquardt (Marquardt, 1963; Hagan and Menhaj, 1994) training 

algorithm; 
• implements the hyperbolic tangent sigmoid and the linear transfer functions as the 

hidden neurons and the output neuron transfer functions respectively;  
• uses the mse (mean squared error) for estimating the error; 
• adopts the Bootstrap resampling technique for the assessment of the ANN 

performance. 

The list of the 15 dimensionless input parameters together with a synthetic description is given 
in Table 2, while the meaning of the symbols is explained in Figure 1. All the structure heights 
(ht, hb, Rc, Ac) are scaled with the significant wave height (Hm0,t) and, similarly, all the structure 
widths (Bt, B, Gc, Ac) are scaled with the wave length (Lm-1,0,t). The use of Hm0,t as height-
scaling parameter allows to describe the wave dissipation due to local breaking on the different 
parts of the structure (ht, hb) and the potential of wave overtopping and transmission (Rc, Ac).  
The use of Lm-1,0,t as width-scaling parameter allows to account for the induced local reflection 
that might be in phase, or not, with the wave reflection from other parts of the structure slope 
(Numata, 1976). The two key processes, i.e. wave breaking by steepness Hm0,t/Lm-1,0,t and 
shoaling h/Lm-1,0,t, are also accounted for. 
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Table 2 – Synthesis of the 15 selected dimensionless input parameters of the adopted ANN. 

Parameter Min Max Type Representation of 

Hm0,t 0.017 1.480 Wave attack Significant wave height in front of the 
structure - Scale parameter 

Lm-1,0,t 0.691 156.944 Wave attack 
Wave length depending on the spectral 
wave period in front of the structure - 
Scale parameter 

Hm0,t/Lm-1,0,t 0.002 0.084 Wave attack Wave steepness (breaking) 
Β 0.000 80.000 Wave attack Wave obliquity 

h/Lm-1,0,t 0.003 0.942 Wave attack Shoaling parameter 
ht/Hm-1,0,t 0.430 25.926 Geometry Effect of the toe submergence 
Bt/Lm-1,0,t 0.000 0.760 Geometry Effect of the toe width 
hb/Hm0,t -2.133 7.143 Geometry Effect of the berm submergence 
B/Lm-1,0,t 0.000 0.972 Geometry Effect of the berm width 

Ac/Hm0,t -5.247 16.076 Geometry Effect of the crest freeboard  

Rc/Hm0,t 0.000 16.076 Geometry Effect of the crest freeboard accounting 
for the presence of a crown wall 

Gc/Lm-1,0,t 0.000 0.362 Geometry Effect of the crest width 
m 0.000 1000.0 Geometry Effects of the foreshore slope 

cotαd 0.000 7.000 Geometry Lower slope 
cotαincl -1.347 12.820 Geometry Average slope in the run-up/down area 

γf 0.330 1.000 Structure 
characteristics Roughness factor 

D/Hm0,t 0.000 1.298 Structure 
characteristics Indication of structure stability  

 

3.2 Improving the prediction of tolerable wave overtopping discharges  

The existing ANN was trained (Zanuttigh et al., 2014) against the data with q>10-6 m3/s/m only 
(for a total of 8,194 tests). The exclusion of the values of q≤10-6 from the training DB was 
based on the hypothesis that the low overtopping data are likely to be affected by greater 
measurement errors (Van Gent et al., 2007) and on the assumption that q=10-6 m3/s/m 
represents a threshold value to distinguish between “negligible” and “significant” overtopping, 
i.e., q≤10-6 and q>10-6 m3/s/m respectively (Verhaeghe et al., 2008).  

The existing ANN tends to overestimate the low values of q (q<10-5 m3/s/m) as well as the 
CLASH ANN (Van Gent et al., 2007; Verhaeghe et al., 2008). The analysis presented here 
starts from the observation that this bias may be mainly induced by the elimination of the 
values of q<10-6 m3/s/m from the training process.  

In order to minimize the bias, all the non-zero values of q have been included in the training 
DB. A discussion about the representation of the zero values is given in Sub-section 3.3. The 
introduction of all the values with q>0  determines an increase of the number of the available 
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tests from 8,194 up to 9,303 tests. These are 1,109 additional tests, representing more than 
the 13% of the total amount of tests, as indicated by Fig. 2. Following the previous works, the 
tests with factors RF or CF equal to 4 are discarded from the training.  

Table 3 presents the quantitative results of the newly trained ANN in comparison with the 
original ANN (rows 1 and 2). The results are provided in terms of the root mean square error 
(rmse), the Willmott Index (WI), the coefficient of determination R2 and the number of “large 
errors”, as described more in detail in the previous work by the authors (Zanuttigh et al., 2014). 
The number of large errors correspond to the percentage of tests (with respect to the total 
number of tests) for which the ANN gives systematically (i.e., in more than the 50% of the 
predictions) an output value that differs more than 1.5 times from the experimental 
corresponding value. The values in Table 3 are the average indexes and the corresponding 
standard deviations derived after 500 bootstrapped resamples of the DB.  The very low and 
almost constant values of the standard deviations - with the exception of the prediction  
of q≤10-6 - for each tested case and for each index can be justified by the combination of the 
database size with the number of bootstraps. The standard deviations are therefore reported 
more for completeness rather than for their real meaningfulness, since the assessment of the 
ANN performance is based on the average values.   

From Table 3 the ANN trained on the whole non-zero values (q>0) of the DB is characterized 
(rows 1, 3) by a lower value of the rmse and a significantly lower value of the percentage of 
large errors with respect to the original ANN trained on q>10-6 m3/s/m only (row 2), being the 
values of WI and R2 almost constant. The evident improvement of both rmse and of the large 
errors when the ANN trained on q>0 is used to predict the cases with q>10-6 m3/s/m (compare 
rows 1 and 3) proves that the ANN performance decreases when predicting the smaller values 
of q (see also the discussion in Sub-section 3.4).  

Figure 4 shows the distribution of the predicted values qANN versus the corresponding 
measurements qS. The predictions of the ANN trained on qs>0 (right plot) are far more 
symmetric than the original ones with the ANN trained on q≥10-6 m3/s/m only (left plot). The 
overestimation of q in the range [10-6;10-5] m3/s/m is significantly reduced. Also the error bands, 
representing the 95% confidence interval are narrower, revealing that the predictions obtained 
training the ANN on the values of qs>0 is not only less biased, but also more accurate.  
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Figure 4 – Comparison of the predicted qANN and experimental qs values, when qs≥10-6 m3/s/m. 
To the left, the ANN is trained only on qs≥10-6 m3/s/m; to the right, the ANN is trained on qs>0 
m3/s/m.  

 

Table 3 – Quantitative performance of the ANN.  Effects of training the ANN on q≥10-6 m3/s/m 
and on q>0 m3/s/m (rows 1-3). Effects of training the ANN with different Weight Factors WFs 
(rows 3 and 4). Use of a single ANN, i.e. the ‘classifier’, C scheme, and use of a combination of 
ANNs, i.e. the ‘classifier-quantifiers, CQ scheme (rows 5-11).  
 

 Scheme 
type 

WF, 
Eq.# 

Range of q 
(training) 
[m3/s/m] 

Range of q 
(prediction) 

[m3/s/m] 

Rmse 
[m3/s/m] 

WI 
[-] 

R2 

[-] 

Large 
errors 

[%] 
1 C 4 q>10-6 q>10-6 0.052±0.005 0.974±0.006 0.90±0.02 7.0 
2 C 4 q>0 q>10-6 0.042±0.002 0.975±0.004 0.91±0.01 0.3 
3 C 4 q>0 q>0 0.050±0.004 0.974±0.007 0.90±0.02 3.3 
4 C 5 q>0 q>0 0.047±0.002 0.977±0.003 0.92±0.01 2.6 
5 CQ 5 q>0 q>0 0.048±0.003 0.967±0.007 0.88±0.02 4.2 
6 C 5 q>0 q≥10-3 0.026±0.004 0.96±0.02 0.90±0.1 0.0 
7 CQ 5 q≥10-4 q≥10-3 0.023±0.006 0.97±0.02 0.91±0.1 0.0 
8 C 5 q>0 10-6<q<10-3 0.044±0.002 0.958±0.005 0.84±0.02 0.4 
9 CQ 5 q>0 10-6<q<10-3 0.045±0.003 0.955±0.007 0.83±0.02 0.4 

10 C 5 q>0 q≤10-6 0.075±0.004 0.68±0.03 - 16 
11 CQ 5 q≤10-5 q≤10-6 0.076±0.007 0.65±0.04 - 17 
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3.3 How to deal with “zero” measurements of the wave overtopping 
discharge? 

Based on the re-training of the ANN performed in Sub-section 3.2, we have now an optimized 
ANN capable to deal with low values of q without bias or overestimation. The ANN is trained on 
tests where an overtopping discharge was measured. It cannot be trained on tests where the 
overtopping was zero, as the training results in a continuous relationship between input and 
output parameters and a zero-value gives a discontinuity in this process. This means also that 
the idea proposed in Verhaeghe et al. (2008), to build up a specific DB of zeros to better train 
the ANN, is not applicable.  

Due to the presence of small overtopping discharges in the DB, the ANN is also able to predict 
(very) small q-values even for test conditions where the laboratory was not able to measure 
overtopping, maybe due to limitations in the measuring equipment.  

Here the newly trained ANN is adopted to predict the zero values within the datasets that 
include these zeros and the predictions are then compared - dataset by dataset - with both the 
measured and predicted non-zero values. Few examples are given in Figure 5 for four different 
datasets as a function of the relative crest freeboard Rc/Hm0,t. The plots compare the measured 
values of q with the predicted values in case of overtopping and no overtopping. Looking at 
these points, the following observations can be made for each plot/dataset: 
i. the predictions of the measured zeros are always lower than the predictions of the other 

non-zero values;  
ii. the predictions of the zeros follow the same trend with Rc/Hm0,t as the other 

predicted/measured non-zero values;   
iii. overall the whole ANN predictions show a good degree of continuity. 
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Figure 5 – Experimental (black crosses) and predicted values (blue void circles) that 
correspond to the experimental values and to the measured zeros (red void diamonds) within a 
given dataset. The values are shown as a function of the relative crest freeboard Rc/Hm0t. Each 
plot refer to a single dataset, from top to bottom and from left to right: rock permeable 
structures, rubble mound with armour units, vertical walls, and structures with berms. 

 

The definition of zero overtopping depends on the set-up of measuring overtopping discharges. 
Limits to measure overtopping are not given in the DB other than that the laboratory has 
decided that in some tests “there was no overtopping”. These limits are not consistent through 
the DB and this can also be concluded from Fig. 5. For example, dataset D in Fig. 5 shows that 
q-values smaller than 10-3 m3/s/m could not be measured, where dataset A shows that q-
values up to 2.10-7 m3/s/m could be measured. This is a very significant difference, due to 
scale as well as measuring systems (weighting boxes, wave or pressure gauges in an 
overtopping box, or propellers at the crest of a structure). 
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The prediction by the ANN overcomes the inhomogeneity of the DB on zero-values of q. It 
always gives a value for q, it is then up to the user to decide whether this overtopping 
discharge is indeed significant, or it can be regarded as “no overtopping”, or “below a tolerable 
limit”. In case of a laboratory test set-up, the limit of the set-up determines what should be 
regarded as “no overtopping”.  

As a final comment, it should also be considered that both the measurements and the results 
of the ANN - as it is trained on the experimental DB - are affected by model and scale effects 
(De Rouck et al., 2005; Franco et al., 2009). This will be discussed in Sub-section 4.4. 

 

3.4 The definition of the Weight Factors  

This Sub-section focuses on the possibility to adopt different Weight Factors (WF) to drive the 
“random” selection of the training data in the BS towards those tests which are considered 
“more reliable”. By definition the introduction of the WF will worsen the prediction of the ANN 
when used for predicting the same data used for the training. In fact, an ANN trained on a 
dataset where all the data are equally important will predict them with greater accuracy, but it 
will also provide a prediction of new data biased by the less reliable data included in the 
training DB. In essence one can say that a system of WF has to be applied, but it should not 
over estimate reliable or less reliable data. It is therefore difficult to find a good balance. 

Based on the definition of the factors RF and CF (see Section 2), Van Gent et al. (2007) and 
Verhaeghe et al. (2008) adopted the following WF in the bootstrapping 

WF=(4-RF)∙(4-CF)            (4).  

The more reliable the test the lower the RF and/or the better the structure schematisation the 
lower the CF and therefore the higher the values of the WF. A very reliable and simple 
structure with WF=9 has a 9 time higher probability of being selected for training than a less 
reliable test on a complex structure with WF=1. Since the definition of WF by means of Eq. (4) 
was given within the CLASH project, the corresponding WF are named as WF(CLASH) 
hereafter. Starting from the definition of WF(CLASH), the existing ANN has been trained on 
100 boot-strap resamplings of the complete DB by using WF(CLASH).  

The distribution of the values of the WF(CLASH) across the DB is given in Figure 6. Nearly 
20% of the DB belongs to WF(CLASH)=0, and is discarded from the training. The 2 classes of 
WF(CLASH)= 6 and 9 include approximately 50% of the data, while the remaining 4 ones, 
WF(CLASH)=1-4, represent altogether 30% of the DB only. It can be concluded that the 
definition of WF(CLASH) as in Eq. (4) is such that the WF vary within a quite wide range of 
values (from 1 to 9), and this can significantly affect the training process. Since most of the DB 
is associated to high values of WF(CLASH)=6 and 9, the distribution of the WF induces a 
systematic training of the ANN towards these most numerous data, while the other data 
characterised by WF(CLASH)=1-4 may be under-represented. Therefore the combination of 
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the available data with the corresponding values of WF(CLASH) tends to reduce the 
effectiveness in the training process due to the wide distribution of the WF(CLASH).  

The purpose of the analysis now is to define and test a new more balanced formulation for the 
WF than the WF(CLASH): 

WF(a) = 6/(RF+CF), WF(a)=0 if RF or CF=4 (5) 

where RF and CF are still the factors defined in CLASH, and the value of 6 stands for the 
maximum value of their sum. Eq. (5) is meant to be applied only to tests characterised by RF 
or CF different from 4, as these corresponding tests are automatically discarded from the 
training. Eq. (5) gives values of WF in the range 1-3 and therefore has a narrower distribution, 
and an expected smoother effect on the training process than the WF(CLASH). The definition 
of WF(a) as in Eq. (5) aims to equally weigh the contribution of RF and CF, so that a test that is 
characterised by a simple geometry (CF=1), but is less reliable as for the measurement 
techniques or the absence of active wave absorption (RF=3), has the same WF(a) of a test that 
is considered very reliable (RF=1), but has a quite complex geometry (CF=3).  

The distribution of the values of WF(a) across the DB is also given in Figure 6. Of course, also 
in this case nearly 20% of the data belong to WF=0 (i.e. RF and/or CF equal to 4), as well as 
for WF(CLASH). WF(a) defines 5 classes of values (just 1 class less than WF(CLASH)), that 
vary with continuity and correspond to data percentages, ranging from about 7% of the data 
associated to WF(a)=1 to the maximum of about 26% associated to WF(a)=2.  

Table 3 gives the quantitative results of the ANN trained by implementing WF(CLASH) as in 
Eq. (4) or WF(a) according to Eq.(5). The rmse is slightly greater, as well as WI and R2 are a 
little lower for WF(CLASH) than for WF(a), being the main difference in the number of the large 
errors (see rows 3 and 4 of the table).  

Figure 7 shows the comparison among the predicted and measured values of q derived from 
the ANN trained with WF(CLASH), Eq. (4), and WF(a), Eq.(5). The values of q associated to 
the different values of the WF are marked by the corresponding different colours. The graph 
shows that the highest scatter is not necessarily correlated to the lowest values of WF, 
independently from the definition of WF.  This may be explained by the possibility that the RF 
and CF do not always reflect the actual accuracy of each test or measurements and that their 
definition is to some extent affected by subjectivity. For each class of WF, the percentage of 
values exceeding the 95% confidence bands and the large errors are reported in Table 4. In 
both cases of WF(CLASH) and WF(a) there is no evidence that the accuracy of the predictions 
is increasing with increasing the values of WF, accounting also for the number of tests included 
in each class. The error distribution with the values of the WFs is therefore non-monotone, with 
the only exception of WF=1 where most of the errors are concentrated in. Overall the outliers 
and the large errors are significantly lower in case of the ANN including WF(a) instead of 
WF(CLASH). The combined results of Table 3 and 4 suggest that a better ANN performance is 
achieved when using WF(a). 

 



 

16 
 

  

Figure 6 – Distribution of the WF across the DB. To the left: WF(CLASH), Eq. (4). To the right, 
WF(a), Eq. (5). The case WF=0 corresponds to the data not used for training. 

 

 

Figure 7 – Comparison of the predicted qANN and experimental qs values with WF(CLASH) as 
defined in Eq. (4), to the left, and WF(a) as defined in Eq. (5), to the right. The corresponding 
95% confidence bands are also shown. 
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Table 4 – Predictions exceeding the 95% confidence bands and belonging to large errors for 
each class of the WFs evaluated following Eq. (4) or Eq. (5). 

 

WF(CLASH), Eq. (4) WF(a), Eq. (5) 

CLASS Exceedance of the 95% 
confidence bands 

Large 
errors CLASS Exceedance of the 95% 

confidence bands 

Large 
errors 

Value # Value # 
9  7.1%  21.9% 3  14.8% 23.9% 
6  16.7%  35.0% 2  29.6% 33.3% 
4  7.1%  2.9% 1.5  25.9% 22.6% 
3  19.0%  20.3% 1.2  11.1% 3.3% 
2  14.3%  3.6% 1  18.5% 1.6% 
1  35.7%  1.0%     

TOT # 42 (=100%) 306 
(=100%)  27 (=100%) 243 

(=100%) 
 

 

3.5 A classifier-quantifiers scheme 

To further increase the ANN accuracy for extreme values of q, the idea was to develop a 
classifier–quantifier scheme, following the work proposed by Verhaeghe et al. (2008). The use 
of a classifier-quantifier means that the solution is reached into two steps. A first ANN, the 
classifier, provides the preliminary prediction of the data and then the data are either discarded 
or predicted again by another ANN, the quantifier.  

In the approach proposed by Verhaeghe et al. (2008), the goal was to identify and discard from 
predictions the values of q<10-6 m3/s/m. The classifier consisted of an ANN trained on the 
complete CLASH DB and producing a logical value, being 0 in case of q<10-6 m3/s/m and 1 
otherwise. In case the results of the classifier were equal to 0, a warning was issued to the 
user that the case corresponded to no overtopping. In the cases of q>10-6 m3/s/m, the data 
were then quantitatively predicted by the ANN.  Such a Boolean network of course cannot not 
lead to a continuous prediction. 

The scheme proposed in this paper is novel and consists of a quantitative classifier and three 
quantifiers. The conceptual scheme is given in Figures 8 and 9. The classifier is the ANN 
trained on the whole DB for q>0, and therefore it is used to provide a quantitative value instead 
of a «logical» value. Based on the output value, the case is then processed by one of the three 
quantifiers, which are similar ANNs, but trained on different datasets of the same DB.  The 
reason to have more than one quantifier was to use ANNs specifically trained on extremely 
high and low values and on average values, in order to see whether a better performance 
would be achieved. The definition of the Classifier - Quantifiers, the CQ scheme hereafter, is 
given in Figure 8, while the process of estimation of the discharge is shown in Figure 9.  
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Figure 10 combines the results of the three ANNs (‘the quantifiers’), showing the overall 
performance of the CQ scheme against the total DB. The results of the three ANNs, trained on 
the specific datasets when predicting again these datasets, are given individually in Fig. 11.  
Table 3 reports the results of the optimised ANN (‘the classifier - C’) and of the CQ scheme. 
Rows 4 and 5 compare the overall performance of the C and CQ schemes, while Rows 6-11 
compare the performance of the two schemes for each specific dataset. The main conclusion 
from Table 3 is that the performance indices show better results for the (single) ANN (i.e., the 
C scheme) trained on the total DB with the exception of the higher values of q (i.e. the indices 
for the CQ scheme in row 7 give greater accuracy than the C scheme in row 6). The table also 
shows that the overall performance of both the C and CQ schemes is affected by the 
predictions of the lower values of q: the rmse values of 0.075 and 0.076, associated to the 
dataset of q≤10-6, are sensible greater than the rmse values of 0.047 and 0.048, associated to 
q>0. The main improvement derived from the use of the CQ is detected for the dataset of  
q≥10-3, especially in terms of rmse. As for the remaining two datasets, there is no significant 
difference between the two schemes. 

One ANN gives a continuous prediction of q if a parameter is changed over a certain range. 
The use of more than one ANN in the CQ scheme raises the issue whether a continuous 
prediction is obtained from one ANN to another.  Indeed in Figure 10 it can be observed some 
scatter of the predictions next to the transition points, q=10-3 and 10-6 m3/s/m (see Figure 8). To 
the purpose of a continuity check, Figure 12 compares the predictions from both C and CQ 
schemes for the same experiment with varying relative crest freeboard Rc/Hm0,t, and by keeping 
all the other geometrical and hydraulic conditions constant. A discontinuity in the prediction is 
clearly visible with the CQ scheme.  

The overall conclusion is that the CQ scheme does not really improve the ANN performance, 
while the complexity of the ANN architecture increases and undesirable discontinuities in 
predictions are also obtained. 
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Figure 8 – Structure of the CQ scheme. The architecture of each ANN is the same, while the 
training datasets are different, leading to three different ANNs. The Trained ANN 1 is both the 
classifier and the quantifier for the non-extreme values of the discharge. 

 

 

Figure 9 – How the CQ scheme works. The classifier provides a first prediction of the 
discharge, based on which the test is then processed by one of the three trained ANNs for the 
final output prediction. 
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Figure 10 – Performance of the CQ scheme (different colours), predicting the total DB.  
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Figure 11 – Performance of the three quantifiers against the same datasets they have been trained on: Trained ANN 2, to the left; Trained 
ANN 1 (‘the classifier), at the centre; Trained ANN 3, to the right.  
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Figure 12 – Variation of the predicted discharge qANN as a function only of the relative crest freeboard Rc/Hm0t, keeping constant all the other 
geometrical and hydraulic conditions. To the left, the predictions of the CQ for the whole range of Rc/Hm0t; to the centre and to the right, 
zoomed plot of the predictions provided by the Trained ANN 1 only (i.e. the classifier) and by the CQ respectively for Rc/Hm0t=0.64, i.e. at the 
boundary between the Trained ANN 1 and 2 (q=10-3). The indication ∆q gives the difference of the prediction of q obtained with the C and 
with the CQ schemes. The experimental starting test is a breakwater with large rocks under oblique (45°) attack, Lykke Andersen and 
Burcharth (2004). 
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4. Test of the prediction capability of the final ANN 

This Section aims at testing the final ANN (whose characteristics are synthesised in Sub-
Section 4.1) when predicting new data and datasets (Sub-Sections 4.2 and 4.3) and at 
discussing the existing limitations of the results (Sub-Section 4.4).  

4.1 Main characteristics and performance of the final ANN against the training 
database 

The analyses carried out in Sections 3 demonstrated that the best performance with the ANN 
is achieved (see Tab. 3) if it is: 

• characterized by the simple architecture (the C instead of the CQ scheme); 
• trained on the whole values of q>0 
• trained including WF(a) – defined in Eq. (5).  

The quantitative performance of this final ANN has been already provided in terms of error 
indices in Table 3 (row 4). Figure 13 illustrates the distribution of the predicted values of q in 
comparison to the corresponding measured ones. In this Figure the values of the WF are not 
highlighted (as instead in Fig. 7-right), in order to ease the focus on the higher degree of 
symmetry of the distribution and the reduced scatter achieved by the new ANN with respect to 
the original one (see Fig. 4-left). Figure 14 shows the average error distribution after 500 BS of 
the final ANN and its approximation by the normal Probability Density Function (pdf), as 
suggested by Van Gent et al. (2007). The histogram is overall following the normal distribution, 
with zero average, indicating that the predictions are symmetrical, i.e. not biased. There are 
evident deviations in the representation of the peak value (corresponding to zero error) and of 
the tails that tend to zero more slowly than the pdf. The normal pdf provides a cautious 
estimate of the values of q within an interval of approximately 2 standard deviations around the 
average (indicated as 2σ in the Figure) and non-conservative estimates in correspondence of 
the extreme percentiles (i.e. beyond 2σ). In the application of the predicted results, provided by 
the ANN-tool, the 2.5% percentiles computed directly from the ANN error distribution are used 
to give the 95% confidence band around the mean prediction. 
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Figure 13 – Comparison of the experimental qs and the predicted qANN from the final ANN,  C 
scheme, WF(a) as defined in Eq. (5). The corresponding 95% confidence bands are also 
shown. 

 

Figure 14 – Frequency error distribution associated to the average predictions provided by the 
final ANN for the same total DB used for training. The data are stored in 50 equally spaced 
bars. The continuous red line represents the approximating normal pdf curve.  

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10 0

q
s

 [m
3

/s/m]

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10 0

q
A

N
N

 [m
3

/s
/m

]



 

25 
 

4.2 Prediction of datasets excluded from the training database 

Till now the selection of data for training was based on the total of available tests. The 
database makes distinction between datasets and tests. A dataset is a number of tests that 
were performed in the same testing facility and usually on similar structures under similar wave 
attacks. If only part of the data included in a dataset are eliminated, it may be assumed that 
still each dataset was present to some extent in training. But what will happen if a complete 
dataset is excluded from training?  

For this purpose, some datasets have been selected from the total DB and excluded from the 
training process. They have been used exclusively in prediction. The selection process 
considered to check all the types of structures in the database (i.e. by selecting datasets from 
all the groups A-F) and to include typical cross-sections for each group. These datasets are 
listed in the following:  

• 166 tests on rock permeable structures (73 from Pearson et al., 2004 and 93 from 
Helgason et al., 2000; group “A”); 

• 245 tests on permeable rubble mound structures, composed by different armour units (26 
accropods, 29 antifers, 29 tetrapods, 25 Xblocs, 23 corelocs, 113 cubes, from Pearson et 
al., 2004; group “C”); 

• 166 tests on smooth dikes (18 from Pearson et al., 2004 and 148 from confidential sources; 
group “D”); 

• 25 tests on composite dikes with toe protection of rocks (confidential source; group “E”); 
• 34 tests on antifer berms (confidential source; group “E”); 
• 34 tests on vertical walls with recurved crown parapet and rock revetment (Owen and Steel, 

1991; group “F”). 
The number of tests selected within “E” and “F” groups is relatively limited as most of the 
datasets within these groups are typically large (i.e. hundreds of data) and their removal might 
have affected the diversity of the training database. In total 670 tests were excluded from 
training, covering 8 full datasets. This means that the ANN was trained on 8,633 tests instead 
of the total DB of 9,303 tests.  

Of course, every time the ANN is trained on another database it will become a new ANN. 
Therefore the results presented in this Sub-section do not represent, strictly speaking, the test 
of the accuracy of the same final ANN presented in Sub-section 4.1. Indeed this is a new ANN, 
with the same architecture as the final ANN but trained on a database that is the 7% narrower 
than the one used for the final ANN.  

Figure 15 shows the measured and predicted values of q for these datasets (highlighted with 
different colours). Most of the predictions fall within the 95% confidence bands (i.e. the 
confidence bands defined based on the final ANN trained on the total DB). The datasets in 
group E with Antifer berms tend to be systematically overestimated. A few outliers can be 
observed in the prediction of the dataset in group D with smooth dikes. 
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The performance indexes associated to the ANN predictions of the datasets are collected in 
Table 5. With the exception of the four datasets belonging to groups “E” and “F” and to the 
smooth dikes “D” (rows 9, 11, 13, 14), the accuracy of the predictions is fair, since the values 
of the performance indexes (rmse ≈ [0.038;0.056], IW ≈ [0.91;0.97], R2≈[0.75;0.93]) are 
comparable to the ones characterizing the average performance of the “final” ANN (Tab. 3, row 
4). As expected, the ANN better represents those datasets (e.g., the tetrapods from Pearson et 
al., 2004) that are similar to other tests included in the training DB. It can be concluded that 4 
of the 8 datasets are very well predicted, while all the 8 datasets are predicted mostly within 
the 95% confidence band. 

 

Table 5 – Quantitative performance of the “final” ANN when predicting datasets excluded from 
training. The error index is not provided when the computed standard deviation is of the same 
order of magnitude of the average value of the index itself. 
 
 Dataset Armour type  

(DB group) 
Rmse 

[m3/s/m] 
WI 
[-] 

R2 

[-] 
Large 

errors [%] 
1 Helgason et al. 

(2000) Rocks (A) 0.056±0.05 0.93±0.04 0.75±0.07 0 

2 Pearson et al. (2004) Rocks (A) 0.040±0.05 0.94±0.09 0.89±0.1 0 
3 Pearson et al. (2004) Accropods (C) 0.044±0.02 0.97±0.04 0.86±0.2 0 
4 Pearson et al. (2004) Antifers (C) 0.049±0.02 0.96±0.04 0.85±0.2 0 
5 Pearson et al. (2004) Core-locs (C) 0.054±0.02 0.91±0.05 0.79±0.2 0 
6 Pearson et al. (2004) Cubes (C) 0.045±0.02 0.97±0.05 0.88±0.2 1.7 
7 Pearson et al. (2004) Tetrapods (C) 0.050±0.04 0.92±0.1 0.80±0.6 0 
8 Pearson et al. (2004) X-blocs (C) 0.038±0.06 0.95±0.1 0.93±0.5 0 
9 - Smooth dike (D) 0.059±0.05 0.86±0.04 0.66±0.2 2.3 
10 Pearson et al. (2004) Smooth dike (D) 0.041±0.02 0.96±0.09 0.87±0.3 0 
11 - Dike with rock 

protection (E) 0.08±0.1 0.69±0.20 - 0 

12 - Antifer berm (E) 0.10±0.05 0.59±0.10 - 0 
13 Owen & Steel (1991) Wall with rock 

protection (F) 0.071±0.040 0.81±0.03 0.85±0.08 0 
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Figure 15 – Predictions of selected 
datasets that have been excluded 
from the total DB in the training 
process. 
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4.3 Prediction of new data and datasets  

The previous Sub-section 4.2 showed that datasets not used in training may be predicted quite 
well if the tested conditions and structure geometry are to some extent familiar to the DB. 
Other datasets that are less represented may show quite large deviations in predictions. One 
disadvantage of the procedure in the previous sub-section is that by excluding datasets, the 
resulting ANN is trained on less data.  

To overcome this disadvantage, the final ANN, trained on the total DB, has been used to 
predict additional data that were not yet included in the new DB. 
These data/datasets have been used here exclusively to validate the accuracy and uncertainty 
of the final ANN when used for prediction of completely new datasets. These data are listed 
below and consist of 957 tests. 

• New data: 118 tests on smooth slopes with crown walls of different heights, placed at 
different distance from the offshore edge of the structure crest. These data belong to a 
larger dataset of 645 tests (Oumeraci et al., 2004), including also double crown walls, 
crown walls characterized by recurve or oblique parapets and/or still water basins. 
Some of these geometries cannot be schematized for the DB.  

• New data: 613 tests on reshaping berm breakwaters (Lykke Andersen, 2006). These 
data also belong to a larger dataset of 695 tests, which is not completely new to the 
database and ANN as 82 tests were already in the CLASH DB and are included in the 
new DB (group “E”). However these data have been excluded from the training DB as 
they derive all from the same laboratory and therefore they might significantly affect 
(and maybe bias) the ANN predictions for berm breakwaters.  

• New datasets: 140 tests from different projects on hardly and fully reshaping berm 
breakwaters, under perpendicular and oblique waves (private communication).  

The results of the predictions of the new datasets and data are reported in Tab. 6 in terms of 
performance indexes, and are shown in Figure 16 in comparison to the experimental 
measurements. In most cases, the additional data by Lykke Andersen (2006) and by Oumeraci 
et al. (2004) are well predicted by the ANN, falling within the same confidence bands as the 
ANN predictions of the total DB. In the case of Lykke Andersen (2006), the outliers correspond 
to emerged berms (hb/Hm0t<-0.5), which indeed are under-represented in the training DB as 
they do correspond either to rock revetments in front of vertical walls or to smooth dikes, not to 
berm breakwaters. The new hardly and fully reshaping berm breakwater dataset is accurately 
predicted by the ANN. Only in case of one dataset (named “Project X” in Fig. 16) the values of 
qANN tend to sistematically overestimate the corresponding qs. In this project, the structure has 
a working road behind the permeable crest and the measurement was taken at the end of this 
working road, directly to the transition of the rear slope. It is a very wide and permeable 
structure. Datasets with such a wide structure with water percolation along the rubble mound 
berm, crest and working road are not present in the total DB. Therefore the real overtopping 
values result in much lower values of qs than expected on the basis of the structures included 
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in the training DB. The overestimation of the ANN can be explained, but the prediction were far 
from reality. Moreover, all these data are characterized by high emerged hardly reshaping 
berm (-2.33<hb/Hm0t<-0.51) and this may also have decreased the overtopping discharge. 

As expected, the overall conclusion is that if wave conditions and structure geometry are to 
some extent in the training DB, a new dataset will be predicted quite well by the ANN. If this is 
not the case and the structure geometry and/or wave conditions are really out of the 
experience of the very large DB, the prediction might also be quite far off the reality. 
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ANN qANN versus the experimental 
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Table 6 – Quantitative performance of the “final” ANN when predicting new data not included in 
the training DB. The error index is not provided when the computed standard deviation is of the 
same order of magnitude of the average value of the index itself. 
 

Dataset Armour type  
(DB group) 

Rmse 
[m3/s/m] 

WI 
[-] 

R2 

[-] 
Large errors 

[%] 
Oumeraci et al. 

(2004) 
Composite smooth 

slopes (D) 0.057±0.007 0.93±0.02 0.72±0.08 0 

Lykke Andersen 
(2006) Reshaping BB (E) 0.074±0.06 0.82±0.1 0.52 28 

- Reshaping BB, 3D (G) 0.069±0.01 0.94±0.02 0.81±0.07 0 
“Project X” Reshaping BB, 3D (G) 0.09±0.04 0.80±0.10 - 0 

 

 

4.4 Scale and model effects 

The designers need to have estimates of the structure performance at prototype scale. 
However, the training DB of the ANN includes only data derived from laboratory tests, both in 
wave flumes and tanks, performed at very different scales. A few (around 100) prototype data 
for smooth and permeable structures (Yamamoto and Horikawa, 1992; Pullen et al., 2004; 
Briganti et al., 2005; De Rouck et al., 2005) are available but they have not been included in 
the training DB as De Rouck et al. (2005) and Franco et al. (2009) have already proved scale 
and model effects inherent to the laboratory conditions. These effects are mainly related to the 
structure properties (porosity, permeability, roughness) and to the hydraulic loads (wind, spray, 
currents). Based on EurOtop (2007), permeable structures are affected by both model and 
scale effects, resulting in wave overtopping discharges that are lower in model tests than in 
prototype. Impermeable structures instead are affected by model effects only, giving wave 
overtopping discharges in model tests that are generally higher than in prototype. Therefore 
the maximum deviation of the ANN predictions is expected in case of rubble mound structures 
armoured by rocks or units. However also in case of smooth structures the difference of the 
hydraulic loads in the lab and in the prototype holds.  

Figure 17 shows the comparison of the ANN predictions for 3 cases available in both 
laboratory and prototype scales: Samphire Hoe (Pullen et al., 2004), a smooth vertical wall; 
Zeebrugge (De Rouck et al., 2005), a rubble mound structure with Antifer cubes; Ostia 
(Briganti et al., 2005), a rock permeable breakwater. In agreement with the indications already 
provided by EurOtop (2007), the values of q are underestimated for the rock permeable 
breakwater whereas tend to be overestimated for the impermeable wall. The ANN 
systematically underestimates the overtopping discharge for Ostia, while the predictions for 
Zeebrugge still fall within the confidence bands. However also the two different structure 
slopes should be taken into account, being cotαd=1.4 for Zeebrugge and cotαd=4 for Ostia.  
Even if these effects are well known for experimental cases it was not obvious that the ANN 
performed similarly. 
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Eurotop (2007) proposed an empirically based approach for the re-scaling of the experimental 
values to prototype conditions, distinguishing between permeable and impermeable structures 
(see Sub-sections 6.3.6 and 7.3.6 of the manual respectively). This method consists of first re-
scaling to prototype the model data (for permeable structures only) and then of applying 
different correction factors derived from a fitting process and accounting for the effects of wind, 
of the structure slope αd and of the roughness γf.  The corrections are applied only when the 
discharge exceeds 1 l/s/m. 

Figure 18 shows the comparison among the ANN predictions, the ANN predictions corrected 
following Eurotop (2007) and the experimental values. The ANN predictions have not been 
previously re-scaled since the ANN is trained on data characterised by a variety of scales, i.e. 
the predictions are assumed not to be scale-dependent. In case of rubble mound structures, 
the inclusion of the effect of wind (since it is a constant factor) contributes to a systematic 
increase of the predictions, while in case of smooth structures significantly improves the 
predictions of the low values of q. Overall the re-scaled predictions based on Eurotop lead to a 
cautious design of coastal and harbour structures.  
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Figure 17 – Comparison of the predicted qANN and experimental qS values. From left to right: Samphire Hoe, smooth impermeable structure; 
Zeebrugge, rubble mound with cubes; Ostia, rubble mound breakwater.  
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Figure 18. Outputs of the ANN (grey diamonds) and re-scaled outputs of the ANN including the 
EurOtop (2007) corrections without wind (void circles) versus the measured prototype values. 

 

5. Conclusions 

This paper presented an optimized ANN for the prediction of the overtopping discharge q under 
a variety of complex structure geometries and wave conditions.  The optimization process of 
the ANN started from the existing ANN developed by the authors for the prediction of the wave 
overtopping discharge, and of the wave reflection and transmission coefficients. It included the 
new extended database, based on CLASH (2004) and consisting now of more than 13,000 
data for wave overtopping only.   

The optimized ANN consists of a multi-layer network, with 15 dimensionless input parameters, 
20 hidden neurons and 1 output parameter, the average overtopping discharge q. It is trained 
on the extended database set-up by the authors (Zanuttigh et al., 2014), by including all the 
laboratory-scale non-zero values of q. This is different from previous work (Van Gent et al., 
2007; Verhaeghe et al., 2008), which limited the training of ANN to q>10-6 m3/s/m, with a 
significant bias of the ANN predictions for small overtopping. This choice led to a significant 
reduction of the bias of the ANN predictions in case of low values of q, i.e. the overestimation 
for q≤10-6 m3/s/m. 
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The ANN cannot predict the measured zero values of q as exact zeros, i.e. the same fixed 
output for different input conditions. It provides non-zero predictions that dataset by dataset are 
generally in agreement with the expectations, i.e. always lower than the predictions of the other 
non-zero values and following a similar trend with the most relevant input parameters. Zero 
overtopping in laboratory may be strongly affected by the system adopted to measure the 
overtopping (e.g., a wave gauge in a box, a weighting system or propellers on top of the crest).  

A different formulation of the Weight Factors to be used in the training process has been 
proposed here and tested, starting from the definition suggested by CLASH (2004). The 
alternative definition of the Weight Factors provided in Eq. (5) aims at equally considering both 
the Reliability RF and Complexity Factors CF and leads to a better ANN overall performance.  

Specifically to improve the representation of the extreme values of q, a classifier-quantifiers 
scheme was implemented and verified. The scheme consists of a quantitative classifier, which 
is the ANN trained on the total database, and three classifiers, which consist of the same ANN 
architecture, but trained on three datasets from the total database, separating the prediction of 
high, average and low values of q. Based on the first prediction from the classifier, the input is 
processed by one of the three quantifiers, giving the final prediction.  While the prediction of 
the high values of q slightly improves, the overall ANN performance decreases due to a 
worsening of the prediction of the low values of q, leading to the conclusion to keep the ANN 
architecture simple, i.e. by using the classifier only.   

The performance of the optimised ANN is satisfactorily accurate (being the average values of 
the rmse=0.047, IW=0.977, and R2=0.92). The ANN error distribution cannot really be 
approximated by a normal pdf and therefore all the output percentiles of q and the 95% 
confidence bands should be derived from the actual ANN error distribution (EurOtop, 2007).  

The accuracy of the ANN has been tested by predicting data and datasets, either excluded 
from the total training database or completely new, i.e. not included yet in the existing wave 
overtopping database. In most cases the predictions fall within the 95% confidence bands and 
show the same dispersion as the predictions of the training database.  

Finally, It is worthy to remark that the training of the ANN was performed on model tests only, 
disregarding the few available prototype data. Therefore the ANN predictions of real prototype 
cases are non-conservative for permeable structures. However, cautious estimates can be 
obtained by applying to the ANN predictions the corrections factors by Eurotop (2007).   
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