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\textbf{Abstract} In this paper, we construct a Rabinowitz-Floer type homology for a class of non-linear problems having a \textit{starshaped} potential; we consider some equivariant cases as well. We give an explicit computation of the homology and we apply it to obtain results of existence and multiplicity of solutions for several model equations.
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1 Introduction and main results

In this paper we will consider a class of semilinear functionals of the type

\[ I(u) = \frac{1}{2} \langle Lu, u \rangle + F(u) \]

defined on some Hilbert subspaces as space of variations and under suitable assumptions on the nonlinearity, we will define a Morse-type complex following the idea in the Rabinowitz-Floer approach; if in addition the functionals are \( S^1 \)- or \( \mathbb{Z}_2 \)-equivariant, then we will have further reductions in the homology computation.

We will focus basically on strongly indefinite functionals in defining our homology, since in case of operators \( L \) whose spectrum is bounded from below (or above) the classical Morse homology works and there is a rich literature on this subject. Actually, the methods developed in this paper work even for bounded operators but the values of the resulting homologies could be different from the classical ones.

On the other hand, for strongly indefinite functionals, there are few homological theories developed in order to exhibit solutions. In this setting one can use a Floer type homology but, in order to be computable, further assumptions need to be imposed on the growth of the non-linearity \( F \).

With the Rabinowitz-Floer approach, the computations rely mainly on the geometric structure of the non-linearity rather than its growth at infinity, indeed as we will see the homology will depend only on the geometry of the
set $S = \{ F(u) = 0 \}$.

The idea is to consider a new functional with a Lagrange multiplier

$$I(u, \lambda) = \frac{1}{2} (Lu, u) + \lambda F(u)$$

and then restrict it to the set $S$. This approach was first used by P. Rabino
nowitz [27] for Hamiltonian systems in order to find periodic orbits of the
Reeb vector field. This idea was then exploited in [10, 12] by including the
Lagrange multiplier as a variable and using a Floer type homology in a sym-
plectic setting again, in order to exhibit periodic orbits of the Reeb vector
field.

This procedure appears to be useful in many other contexts other than the
symplectic one, in fact it was used in [20] to find solutions to the nonlinear
Dirac equation and we will see in Section 8 other different situations where
it can be applied.

Thus, let $E$ be a Hilbert space and let $\tilde{H} \subset E$ be a dense subspace compactly
embedded in $E$. We consider a linear operator

$$L : \tilde{H} \rightarrow E$$

invertible and auto-adjoint. Hence $L$ will have a basis of eigenfunctions

$$\{ \varphi_i \}_{i \in \mathbb{Z}}$$

$$L(\varphi_i) = \lambda_i \varphi_i$$

with the convention that if $\lambda_i > 0$ then $i > 0$. This allows us to define the
unbounded operator $|L|^\frac{1}{2}$ in the following way: if

$$u = \sum_{i \in \mathbb{Z}} a_i \varphi_i$$

then

$$L(u) = \sum_{i \in \mathbb{Z}} \lambda_i a_i \varphi_i$$

and therefore

$$|L|^\frac{1}{2} u = \sum_{i \in \mathbb{Z}} |\lambda_i|^\frac{1}{2} a_i \varphi_i$$

Now we define the space

$$H := \left\{ u \in E : \sum_{i \in \mathbb{Z}} |\lambda_i|^2 a_i^2 < \infty \right\}.$$
We have $\tilde{H} \subset H \subset E$ and by denoting $\langle \cdot, \cdot \rangle$ the inner product in $E$, we define then the inner product of $H$ as follows

$$\langle u, v \rangle_H = \langle |L|^{\frac{1}{2}} u, |L|^{\frac{1}{2}} v \rangle$$

We obtain the decomposition

$$H = H^+ \oplus H^-$$

where

$$H^- = \text{span}\{\varphi_i, i < 0\}, \quad H^+ = \text{span}\{\varphi_i, i > 0\}$$

We will write

$$u = u^+ + u^-, \quad \forall u \in H$$

according to the previous splitting. We explicitly note that

$$L(u^+ + u^-) = |L|(u^+ - u^-)$$

therefore we will write $\langle Lu, u \rangle$ in place of $\|u^+\|_H^2 + \|u^-\|_H^2$. So, now we consider the following functional defined on $\mathcal{H} = H \times \mathbb{R}$ by

$$I(u, \lambda) = \frac{1}{2} \langle Lu, u \rangle - \lambda F(u)$$

where $F : E \to \mathbb{R}$ is a $C^2$ function with the following properties:

(F1) $|L|^{-1}\nabla F$ is compact

(F2) the set $S = \{u \in E \text{ s.t. } F(u) = 0\}$ bounds a strictly starshaped bounded domain in $E$

In the following, if $(F2)$ holds, we will simply say that $S$ is a bounded strictly starshaped surface and $F$ is a starshaped potential. Our main result is the following

**Theorem 1.1.** If $F$ satisfies the hypotheses $(F1)$ and $(F2)$ then the Rabinowitz-Floer homology $H_s(I)$ is well defined. Moreover

$$H_s(I) = 0$$

If in addition $I$ is $S^1$-equivariant or $\mathbb{Z}_2$-equivariant respectively, then we have

$$H_{s}^{S^1}(I) = H_s(\mathbb{C}P^\infty) = \begin{cases} \mathbb{Z}_2 & \text{if } * \text{ is even} \\ 0 & \text{otherwise} \end{cases}$$
and

\[ H_{\ast}^{Z_2}(I) = Z_2 \]

respectively.

**Remark 1.2.** From the proof of the result (see Section 6 also) we will show that in particular the homology we compute depends strongly on the set \( S \) in the hypothesis (F2), rather than the defining function \( F \); therefore we could use the notation \( H_{\ast}(S) \) as well.
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## 2 Relative index and moduli space of trajectories

First of all, we note explicitly that critical points of \( I \) satisfy the following equations:

\[
\begin{align*}
Lu &= \lambda \nabla F(u) \\
F(u) &= 0
\end{align*}
\]  

(1)

Moreover if we compute the Hessian of \( I \) at a critical point \((\lambda, u)\), we get

\[
Hess(I)(u, \lambda) = \begin{pmatrix}
|L|^{-1}L - \lambda|L|^{-1}\nabla^2 F(u) & -|L|^{-1}\nabla F(u) \\
-|L|^{-1}\nabla F(u) & 0
\end{pmatrix}
\]

Hence the index and co-index of the critical point are infinite. So we need to introduce an alternative way of grading (as in [2] for instance).

**Definition 2.1.** Consider two closed subspaces \( V \) and \( W \) of a Hilbert space \( E \). We say that \( V \) is a compact perturbation of \( W \) if \( P_V - P_W \) is a compact operator.
$P_V$ in the previous definition denotes the orthogonal projection on $V$. Now, if $V$ is a compact perturbation of $W$, we can define the relative dimension as

$$\dim(V, W) = \dim(V \cap W^\perp) - \dim(V^\perp \cap W).$$

One can check that it is well defined and finite. Now if we have three subspaces $V$, $W$ and $U$ such that $V$ and $W$ are compact perturbations of $U$. Then $V$ is also a compact perturbation of $W$ and

$$\dim(V, W) = \dim(V, U) + \dim(U, W).$$

Using this concept of relative dimension we can define a relative index as our grading.

**Definition 2.2.** We denote by $V^-(u, \lambda)$ the closure of the span of the eigenfunction of the Hessian of $I$ at a critical point $(u, \lambda)$, corresponding to negative eigenvalues.

The relative index is defined as

$$i_{\text{rel}}(u, \lambda) = \dim(V^-(u, \lambda), H^- \times \mathbb{R}).$$

**Lemma 2.3.** If $I$ is Morse and $(F1)$ holds then the relative index is well defined for critical points of $I$.

**Proof.** Let $\Gamma = H^- \times \mathbb{R}$, and $(u, \lambda)$ a critical point of $I$. The operator

$$v \mapsto Lv - \lambda \nabla^2 F(u)v$$

has discrete spectrum since $|L|^{-1}$ is a compact operator. Then $V^-(u, \lambda)$ is well defined and it is a compact perturbation of $\Gamma$. This follows from the fact that

$$\begin{pmatrix} |L|^{-1}L & 0 \\ 0 & 1 \end{pmatrix} - \begin{pmatrix} |L|^{-1}L - \lambda |L|^{-1} \nabla^2 F(u) & |L|^{-1} \nabla F(u) \\ |L|^{-1} \nabla F(u) & 0 \end{pmatrix},$$

is a compact operator. \hfill \Box

We define now the moduli space of $H$-gradient trajectories. Let us consider the following differential system:

$$\begin{cases} \frac{\partial u}{\partial t} = u^- - u^+ + \lambda |L|^{-1} \nabla F(u) \\ \frac{\partial \lambda}{\partial t} = F(u) \end{cases} \quad (2)$$
This system is in fact the descending gradient flow of our functional in $\mathcal{H} = H \times \mathbb{R}$ and since the right hand side is smooth, then we have local existence of the flow.

We see that one is tempted to use a sort of “$L^2$ gradient” flow, to get a heat flow equation, but in this case the problem is ill-posed since the spectrum of $L$ is unbounded from below.

The type of gradient flow we defined before was used by A.Bahri in [5], where it appears that it has better properties than the classical heat flow and it is moreover positivity preserving.

Now, given two critical points $z_0 = (u_0, \lambda_0)$ and $z_1 = (u_1, \lambda_1)$ such that

$$ I(z_i) \in [a, b], \quad \text{for} \quad i = 0, 1 $$

we define the space of connecting orbits from $z_0$ to $z_1$ by

$$ \mathcal{M}^{a,b}(z_0, z_1) = \{ z = (u, \lambda) \in C^1(\mathbb{R}, \mathcal{H}) \text{ satisfying (2) with } z(-\infty) = z_0, z(+\infty) = z_1 \} $$

where we have denoted by

$$ z(-\infty) := \lim_{t \to -\infty} z(t), \quad z(+\infty) := \lim_{t \to +\infty} z(t) $$

The moduli space of trajectories is then defined by

$$ \mathcal{M}^{a,b}(z_0, z_1) = \mathcal{M}^{a,b}(z_0, z_1)/\mathbb{R}. $$

**Proposition 2.4.** Assume that $i_{rel}(z_0) > i_{rel}(z_1)$, then if $I$ is Morse-Smale,

$$ \dim \left( \mathcal{M}^{a,b}(z_0, z_1) \right) = i_{rel}(z_0) - i_{rel}(z_1) - 1 $$

**Proof.** We first note that $\mathcal{M}^{a,b}(z_0, z_1) = F^{-1}(0)$ where

$$ F : C^1(\mathbb{R}, \mathcal{H}) \mapsto Q = C^0(\mathbb{R}, \mathcal{H}) $$

is defined by

$$ F(z) = \frac{dz}{dt} + \nabla I(z) $$

We will use the implicit function theorem to prove our result: we need to show that the linearized operator of $F$ is Fredholm and onto. The linearized operator corresponds to

$$ \partial F(z) = \frac{d}{dt} + \text{Hess}(I(z)) $$
and this is a linear differential equation in the Banach space $\mathcal{H}$ (see [1]). In order to show that it is Fredholm, we first notice that

$$Hess(I(z)) = \begin{pmatrix} |L|^{-1}L & 0 \\ 0 & 1 \end{pmatrix} + \begin{pmatrix} -\lambda|L|^{-1}\nabla^2 F(u) & -|L|^{-1}\nabla F(u) \\ -|L|^{-1}\nabla F(u) & -1 \end{pmatrix}.$$ 

Now, the operator

$$\begin{pmatrix} |L|^{-1}L & 0 \\ 0 & 1 \end{pmatrix}$$

is time independent and hyperbolic, while the operator

$$\begin{pmatrix} -\lambda|L|^{-1}\nabla^2 F(u) & -|L|^{-1}\nabla F(u) \\ -|L|^{-1}\nabla F(u) & -1 \end{pmatrix}$$

is compact. Hence we have that $\partial F$ is a Fredholm operator with index

$$\text{ind}(\partial F(z)) = \dim(V^- (\mathcal{F}(z_0)), V^- (\mathcal{F}(z_1)))$$

$$= \dim(V^- (\mathcal{F}(z_0), \Gamma)) + \dim(\Gamma, V^- (\mathcal{F}(z_1)))$$

$$= i_{rel}(z_0) - i_{rel}(z_1).$$

Moreover, from [1], we have also that $\partial F(z)$ is onto if and only if the intersection is transverse.

To finish the proof now, it is enough to notice that the action of $\mathbb{R}$ is free and hence we can mod out by that action to get the desired result.

\[\square\]

3 Compactness

3.1 Palais-Smale condition and compactification of the moduli spaces

We recall that a functional $I$ is said to satisfies the Palais-Smale condition (PS), at the level $c$, if every sequence $(z_k)$ such that

$$I(z_k) \to c$$

and

$$\nabla I(z_k) \to 0$$

as $k \to \infty$, has a convergent subsequence. We will say that $I$ satisfies (PS) if the previous condition is satisfied for all $c \in \mathbb{R}$. 
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Proposition 3.1. Under the assumption (F1) and (F2), I satisfies the (PS) condition.

Proof. Let \( z_k = (u_k, \lambda_k) \) be a (PS) sequence at the level \( c \), that is
\[
\begin{aligned}
    & L u_k - \lambda_k \nabla F(u_k) = \varepsilon_k \\
    & F(u_k) = \varepsilon_k
\end{aligned}
\]
and
\[ I(u_k, \lambda_k) = c + \varepsilon_k \]
Thus if we consider
\[
    \langle L u_k - \lambda_k \nabla F(u_k), u_k \rangle - 2I(u_k, \lambda_k)
\]
we get
\[ \lambda_k \langle \nabla F(u_k), u_k \rangle = 2c + \varepsilon_k (\| u_k \|_H + 2 |\lambda_k|) \]
Since, \( F(u_k) \to 0 \) and \( S \) is strictly starshaped, there exists \( a > 0 \) such that
\[ \langle \nabla F(u_k), u_k \rangle > a. \]
Thus
\[ |\lambda_k| = C + \varepsilon_k (\| u_k \|_H + |\lambda_k|) \] (3)
and we have
\[
    \langle L u_k - \lambda_k \nabla F(u_k), u_k^+ \rangle = \| u_k^+ \|_H^2 - \lambda_k \langle \nabla F(u_k), u_k^+ \rangle
\]
and
\[
    \langle L u_k - \lambda_k \nabla F(u_k), u_k^- \rangle = -\| u_k^- \|_H^2 - \lambda_k \langle \nabla F(u_k), u_k^- \rangle
\]
Hence,
\[ \| u_k \|_H^2 = \lambda_k \langle \nabla F(u_k), u_k^+ - u_k^- \rangle + \varepsilon_k \| u_k \|_H \]
therefore
\[ \| u_k \|_H^2 \leq C|\lambda_k|\| \nabla F(u_k) \| \| u_k \| + \varepsilon_k \| u_k \|_H \]
Now, since \( S \) is a bounded hypersurface, we have that \( u_k \) is bounded in \( E \) thus
\[ \| u_k \|_H \leq C|\lambda_k| + \varepsilon_k \] (4)
By adding (4) and (3), one has
\[ \| u_k \|_H + |\lambda_k| \leq C + C \varepsilon_k (\| u_k \|_H + |\lambda_k|) + \varepsilon_k \]
Thus both $u_k$ and $\lambda_k$ are bounded. Hence we can extract a weakly convergent subsequence of $u_k$ and a convergent subsequence of $\lambda_k$. That is $\lambda_k \to \lambda$ and $u_k \to u$. Now notice since $|L|^{-1}\nabla F$ is compact we have that

$$\|u_k^+\|^2_H \to \lambda \langle \nabla F(u), u^+ \rangle$$

similarly

$$\|u_k^-\|^2_H \to -\lambda \langle \nabla F(u), u^- \rangle$$

But again,

$$\langle Lu_k - \lambda_k \nabla F(u_k), u^+ \rangle \to \|u^+\|^2_H - \lambda \langle \nabla F(u), u^+ \rangle$$

and

$$\langle Lu_k - \lambda_k \nabla F(u_k), u^- \rangle \to -\|u^-\|^2_H - \lambda \langle \nabla F(u), u^- \rangle$$

Combining both we get

$$\|u\|^2_H = \lambda \langle \nabla F(u), u^+ - u^- \rangle$$

Hence we have the convergence in norm of $u_k$ and thus (PS) holds. \hfill \Box

In fact following the previous proof, we have proved the following

**Lemma 3.2.** If

$$\|\nabla I(u, \lambda)\| \leq \varepsilon$$

and

$$|I(u, \lambda)| \leq M$$

for some $\varepsilon, M > 0$, then there exists $C = C(M) > 0$ such that

$$|\lambda| \leq C$$

and

$$\|u\|_H \leq C.$$  

Next we prove a uniform boundedness on the flow lines as in [10], for instance.

**Proposition 3.3.** Under hypotheses (F1) and (F2), the flow lines between critical points (or more precisely the moduli space) are uniformly bounded.
**Proof.** Let 
\[ z(t) = (u(t), \lambda(t)) \]
a flow line of the negative gradient of \( I \), that is \( z \) is a solution of (2). First of all we have 
\[ \int_{-\infty}^{+\infty} \|z'\|^2 dt \leq b - a \]

Our first objective is to show the boundedness of the multiplier \( \lambda \). So we consider the following function:
\[ \tau(s) = \inf \{ t \geq 0; \|\nabla I(z(t + s))\| \geq \varepsilon \} \quad (5) \]
where \( \varepsilon \) is as in Lemma (3.2). Therefore, we have 
\[ b - a \geq \int_{-\infty}^{+\infty} \|\nabla I(z(t))\|^2 dt \]
\[ \geq \int_{s}^{s + \tau(s)} \|\nabla I(z(t))\|^2 dt \]
\[ \geq \varepsilon^2 \tau(s) \]
therefore 
\[ \tau(s) \leq \frac{b - a}{\varepsilon^2} \]

Now 
\[ \lambda(s) = \lambda(s + \tau(s)) - \int_{s}^{s + \tau(s)} \lambda'(s) dt \]
But notice that by construction 
\[ \|\nabla I(z(s + \tau(s)))\| \leq \varepsilon \]
and 
\[ a \leq I(z(t)) \leq b \]
Hence from Lemma 3.2, we have that 
\[ |\lambda(s + \tau(s))| \leq C \]
So we get 
\[ |\lambda(s)| \leq C + \sqrt{b - a} \sqrt{\tau(s)} \leq C + \frac{b - a}{\varepsilon} \]
In a similar way, we get the boundedness of \( \|u\|_H \). Indeed,
\[ u(s) = u(s + \tau(s)) - \int_s^{s + \tau(s)} u'(t) dt. \]

From Lemma 3.2, we have
\[ \|u(s + \tau(s))\|_H \leq C, \]
therefore,
\[ \|u(s)\|_H \leq C + \sqrt{\tau(s)} \sqrt{b - a}. \]
Thus from the estimate on \( \tau(s) \), we have
\[ \|u(s)\|_H \leq C + \frac{b - a}{\varepsilon}. \]

**Proposition 3.4.** There exists a space \( \hat{H} \) that embeds compactly in \( H \) such that any gradient flow-line is bounded in \( \hat{H} = \hat{H} \times \mathbb{R} \).

**Proof.** We recall again that the space \( H \) is characterized by
\[ \|u\|^2_H = \sum_{i \in \mathbb{Z}} |a_i|^2 |\lambda_i| < \infty \]
for any \( u \in E \). In a similar way, one can define \( \hat{H} \) to be the set of vectors \( u \in E \) such that
\[ \|u\|^2_{\hat{H}} = \sum_{i \in \mathbb{Z}} |a_i|^2 |\lambda_i|^2 < \infty \]
Now let \( G \) be the fundamental solution of the operator
\[ \frac{d}{dt} + P_+ - P_- \]
where \( P_\pm \) is the projection on \( H^\pm \), then from the equation of the flow, we have that
\[ u(t) = \int_{-\infty}^{+\infty} G(t - s) \lambda(s) |L|^{-1} \nabla F(u) ds \]
and since \( \nabla F \) maps \( H \) to \( E \), we have that
\[ |L|^{-1} \nabla F \in \hat{H} \]
and therefore \( u \in \hat{H} \). \( \square \)
From the previous proposition we have that the moduli spaces are modeled on the affine spaces
\[ Q^1(z_0, z_1) = \tilde{z} + C_0^1(\mathbb{R}, \mathcal{H}) \]
where \( \tilde{z} \) is a flow line between \( z_0 \) and \( z_1 \). We will consider the map
\[ ev : M(z_0, z_1) \rightarrow \mathcal{H} \]
developed by \( ev(z) = z(0) \). This map is onto and hence the set \( M(z_0, z_1) \) is precompact.

### 3.1.1 Compactification by broken trajectories

Here we recall that the operators
\[ T_{i,i+1} : Q^1(z_i, z_{i+1}) \rightarrow Q^0 \]
defined by
\[ T_{i,i+1}(z) = \frac{dz}{dt} + \nabla I(z) \]
are Fredholm assuming transversality and
\[ M(z_i, z_{i+1}) = T_{i,i+1}^{-1}(0) \]
These operators then are surjective and hence they admit a right inverse \( S_{i,i+1} \). Let
\[ z_{01} \in M(z_0, z_1), \quad z_{12} \in M(z_1, z_2) \]
We define the function
\[ z_{02,T}(t) = \left(1 - \varphi\left(\frac{t}{T}\right)\right) z_{01}(t + 2T) + \varphi\left(\frac{t}{T}\right) z_{12}(t - 2T) \]
where \( \varphi \) is a non-negative function such that
\[
\begin{cases}
  \varphi(t) = 0, & t < -1 \\
  \varphi(t) = 1, & t \geq 1
\end{cases}
\]
Now we define the operator
\[ A_T = R_T^+ \tau_{2T} S_{0,1} \tau_{-2T} R_T^+ + R_T^- \tau_{2T} S_{1,2} \tau_{-2T} R_T^- \]
where \( \tau \) is the translation operator defined by
\[ \tau_a f(t) = f(t + a) \]
and $R^\pm$ is a pair of smooth functions satisfying

$$(R_1^+)^2 + (R_1^-)^2 = 1$$

$R_1^+(t) = R_1^-(t)$

$R_1^\pm = R_1^\pm(t/T)$

and

$R_1^+(t) = 0, \quad t \leq -1$

Then we have that

$$dT_{02}(z_{02,T}) \circ A_T$$

converges to the identity operator as $T \to \infty$. Hence by setting

$$z = z_{02,T} + A_T w$$

finding a connecting orbit is equivalent to solving $T_{02}(z) = 0$ which can be done using the implicit function theorem in the space $Q^0$. This is of course possible because the operator $T_{02}$ is Fredholm. Notice that this construction can be done transversally to the kernel of the linearized operator by setting

$$z = z_{02,T} + u + A_T w$$

where $u$ is an element in the kernel and $w$ is small.

In this way we have defined the gluing map by

$$z_{01}^{\sharp}_{T,v} z_{12} = z_{02,T} + u + A_T w.$$ 

Now we can deduce that in fact the set $M^{a,b}(z_0, z_1)$ has compact closure.

4 Construction of the homology

In this section we will define the different chain complexes and their homologies. We will give an explicit computation later on, under specific assumptions.

Let $F$ be a function satisfying $(F1)$ and $(F2)$, and let $I$ denote the related energy functional. For $a < b$ we define the critical sets

$$CrI_{i_k}^{[a,b]}(I)$$

as the set of critical points of $I$ with energy in the interval $[a, b]$ and relative index $k$. 
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We notice that if $I$ is Morse and satisfies (PS) (which we can always assume as we will see later on), then $Crit_k^{[a,b]}(I)$ is always finite. Now we define the chain complex $C_k^{[a,b]}(I)$ as the vector space over $\mathbb{Z}_2$ generated by $Crit_k^{[a,b]}(I)$, for every $k \in \mathbb{Z}$. That is

$$C_k^{[a,b]}(I) = Crit_k^{[a,b]}(I) \otimes \mathbb{Z}_2$$

The boundary operator $\partial$ is defined for any $z \in Crit_k^{[a,b]}(I)$ by

$$\partial z = \sum_{y \in Crit_{k-1}^{[a,b]}(I)} \left( \sharp M(z, y) \text{mod}[2] \right) y$$

Using the compactness results of the previous subsections we have that

$$\partial^2 = 0.$$ 

Indeed, the compactification process yields for $z_0 \in Crit_k^{[a,b]}(I)$ and $z_2 \in Crit_{k-2}^{[a,b]}(I)$,

$$\partial M^{[a,b]}(z_0, z_2) = \bigcup_{z_1 \in Crit_{k-1}^{[a,b]}(I)} M^{[a,b]}(z_0, z_1) \times M^{[a,b]}(z_1, z_2),$$

therefore,

$$\partial^2 z_0 = \sum_{z_1 \in Crit_{k-1}^{[a,b]}(I)} \left( \sharp M(z_0, z_1) \text{mod}[2] \right) \sum_{z_2 \in Crit_{k-2}^{[a,b]}(I)} \left( \sharp M(z_1, z_2) \text{mod}[2] \right) z_2$$

$$= \sum_{z_2 \in Crit_{k-2}^{[a,b]}(I)} \left( \sharp \partial M(z_0, z_2) \text{mod}[2] \right) z_2,$$

and $\left( \sharp \partial M(z_0, z_2) \text{mod}[2] \right) = 0$ since the boundary of a compact one dimensional manifold is either an even number of points (ends of intervals) or empty. Therefore $(C_*^{[a,b]}(I), \partial)$ is indeed a chain complex and we will denote it by

$$H_*^{[a,b]}(I) = H_*(C_*^{[a,b]}(I), \partial)$$

its homology.
4.0.2 The $S^1$-equivariant case

Here we will define the equivariant homology for a particular group action, namely the $S^1$ action. Hence in this case, we assume $F$ to be $S^1$-invariant, that is

$$F(e^{i\theta} u) = F(u), \quad \theta \in \mathbb{R}$$

We define the critical groups by

$$C_k^{[a,b], S^1}(I) = \frac{\text{Crit}^{[a,b]}_k(I)}{S^1} \otimes \mathbb{Z}_2$$

We notice that this definition makes sense since here the critical points are in fact critical circles, since $I$ is equivariant. Now, by breaking the symmetry perturbing the functional, each

$$z_k \in \frac{\text{Crit}^{[a,b]}_k(I)}{S^1}$$

splits into a max and a min respectively

$$z^+_k \in \text{Crit}^{[a,b]}_{k+1}(\tilde{I}), \quad z^-_k \in \text{Crit}^{[a,b]}_k(\tilde{I})$$

where $\tilde{I}$ is the perturbed functional. Hence we define for any

$$z_{k+1} \in \frac{\text{Crit}^{[a,b]}_{k+1}(I)}{S^1}$$

the boundary operator

$$\partial_{S^1} z_{k+1} = \sum_{z_k \in \frac{\text{Crit}^{[a,b]}_k(I)}{S^1}} \sharp(M(z^+_k, z^-_k) \text{mod}[2]) z_k$$

We see that $\partial_{S^1}$ is well defined; now we need to show that indeed it is a boundary operator.

Lemma 4.1. We have

$$\partial^2_{S^1} = 0$$

Proof. First we define the following chain complex

$$\mathcal{C}_k = \bigoplus_{z_k \in \frac{\text{Crit}^{[a,b]}_k(I)}{S^1}} (z^+_k, z^-_k) \otimes \mathbb{Z}_2$$
with the following boundary operator
\[
\mathcal{D}(z_{k+1}^+, z_{k+1}^-) = \sum_{z_k \in \text{Crit}_{[a,b]}(F_R)} (<z_{k+1}^+, z_k^+ > z_{k}^+, <z_{k+1}^-, z_k^- > z_{k}^-)
\]
where we put
\[
<x, y> = \sharp(M(x, y) \text{mod}[2])
\]
We claim that \(\mathcal{D}^2 = 0\). Indeed this follows from the computation of
\[
\partial M(z_{k+1}^+, z_{k-1}^-)
\]
This later boundary contains two kind of terms: the ones of the form
\[
\mathcal{M}(z_{k+1}^+, z_{k+1}^-), \mathcal{M}(z_{k+1}^-, z_{k+1}^-)
\]
and those of the form
\[
\mathcal{M}(z_{k+1}^+, z_{k}^+), \mathcal{M}(z_{k}^+, z_{k-1}^-)
\]
The second terms are the ones that appear in the formula for \(\mathcal{D}^2\). So it is enough to show that the terms of the first kind cancel. In order to do that, we notice that
\[
\sharp M(z_{k+1}^+, z_{k+1}^-) \text{mod}[2] = 0
\]
and if
\[
\sharp M(z_{k+1}^+, z_{k+1}^-) \neq 0
\]
then by the \(S^1\) action we have that
\[
\sharp M(z_{k+1}^+, z_{k+1}^-) \neq 0
\]
which is impossible by transversality. Hence
\[
\sharp M(z_{k+1}^+, z_{k+1}^-) = 0
\]
and this finishes the proof of the claim that \((C_*, \mathcal{D})\) is a chain complex.
In fact this cancelation caused by the \(S^1\) action is exactly the same as for the \(\Delta\) operator in the loop space introduced by Chas and Sullivan in [9]: this operator satisfies \(\Delta^2 = 0\) for the same reason as in our case.
Next, we consider the map
\[
f_* : C_* \to C_{[a,b], S^1}(I)
\]
defined by

\[ f_*(z_k^+; z_k^-) = z_k \]

We notice that \( f \) is well defined and it is an isomorphism. By the \( S^1 \) action we have that

\[ < z_{k+1}^+, z_k^+ > = < z_{k+1}^-, z_k^- > \]

and we obtain that

\[ \partial_{S^1} = f^{-1} \circ \mathcal{O} \circ f \]

Which completes the proof of the lemma. \( \square \)

### 4.0.3 The \( \mathbb{Z}_2 \)-equivariant case

Here we will examine the case in which \( F \) is invariant by the \( \mathbb{Z}_2 \) group action, namely:

\[ F(\pm u) = F(-u) \]

Therefore the related energy \( I \) will be even and the critical points in this case will be pairs of the type

\[ z_k = (u_k, \lambda_k), \quad \bar{z}_k = (-u_k, \lambda_k) \]

So we define the chain complex

\[ C_k^{[a,b], \mathbb{Z}_2}(I) = \frac{\text{Crit}_k^{[a,b]}(I) \otimes \mathbb{Z}_2}{\mathbb{Z}_2} \]

and the related boundary operator \( \partial_{\mathbb{Z}_2} \) defined for

\[ z_{k+1} \in \frac{\text{Crit}_{k+1}^{[a,b]}(I)}{\mathbb{Z}_2} \]

by

\[ \partial_{\mathbb{Z}_2} z_{k+1} = \sum_{z_k \in \frac{\text{Crit}_{k+1}^{[a,b]}(I)}{\mathbb{Z}_2}} ( < z_{k+1}, z_k > - < z_{k+1}, \bar{z}_k > ) z_k \]

Since the quotient map

\[ f_* : \text{Crit}_*^{[a,b]}(I) \to \frac{\text{Crit}_*^{[a,b]}(I)}{\mathbb{Z}_2} \]

extends to a map from \( C_*^{[a,b]}(I) \) onto \( C_*^{[a,b], \mathbb{Z}_2}(I) \), then the following diagram commutes:
Therefore we have defined indeed a chain complex and we will write the corresponding homology as

\[ H_{*}^{[a,b],\mathbb{Z}_2}(I) = H_{*}(C_{*}^{[a,b],\mathbb{Z}_2}(I), \partial_{\mathbb{Z}_2}) \]

5 Stability and transversality

5.1 Stability

In this section we will consider two functions \( F_1, F_2 \) and we will show that under suitable conditions

\[ H_{*}(I_1) = H_{*}(I_2) \]

where we called \( I_i \) the energy functional related to \( F_i \), with \( i = 1, 2 \). The proof will be done in the general case and there is absolutely no difference in the equivariant case since all the perturbations can be taken to be equivariant. So, let \( \eta \) be a smooth function on \( \mathbb{R} \) such that

\[
\begin{cases}
\eta(t) = 1, & t \geq 1 \\
\eta(t) = 0, & t \leq 0
\end{cases}
\]

We set

\[ F_t = (1 - \eta(t))F_1 + \eta(t)F_2 \]

and for a fixed \( t \in \mathbb{R} \), we will denote by \( I_t \) the energy functional related to \( F_t \). Now we define the non-autonomous gradient flow by

\[ z'(t) = -\nabla I_t(z(t)), \]

where \( \nabla I_t \) is the gradient with respect to \( z \) for a fixed \( t \). Given \( z_1 \) a critical point of \( I_1 \) and \( z_2 \) a critical point of \( I_2 \), we let \( z(t) \) be the flow line from \( z_1 \) to \( z_2 \).
Lemma 5.1. There exists $\delta > 0$ such that if

$$|F_1 - F_2| \leq \delta$$

then $z(t)$ is uniformly bounded by a constant depending only on $z_1$ and $z_2$.

Proof. Here again one needs to worry about the boundedness of $\lambda$ along the flow. First we notice that

$$\frac{\partial I_t(z(t))}{\partial t} = -\|z'(t)\|^2 + \lambda\eta'(t)(F_1 - F_2)$$

Therefore, we have

$$I_t(z(t)) \leq I_1(z_1) + \delta \int_0^t \lambda\eta'(s)ds$$

and

$$\int_{-\infty}^{+\infty} \|z'(t)\|^2 dt \leq I_2(z_2) - I_1(z_1) + C\delta \int_0^1 |\lambda(t)| dt.\quad(5)$$

Now we define the same function $\tau$ as in (5): we need a bound for this last one. We have

$$\int_{-\infty}^{+\infty} \|\nabla I_t(z(t))\|^2 dt \leq I_2(z_2) - I_1(z_1) + C\delta \int_0^1 |\lambda(t)| dt$$

hence

$$\int_{s}^{s+\tau(s)} \|\nabla I_t(z(t))\|^2 dt \leq I_2(z_2) - I_1(z_1) + C\delta \int_0^1 |\lambda(t)| dt$$

Thus

$$\varepsilon^2 \tau(s) \leq I_2(z_2) - I_1(z_1) + C\delta \|\lambda\|_\infty$$

Now

$$\lambda(s) = \lambda(s + \tau(s)) - \int_s^{s+\tau(s)} \lambda'(t)dt$$

and

$$|\lambda(s)| \leq C + \sqrt{\tau(s)} \left( I_2(z_2) - I_1(z_1) + C\delta \|\lambda\|_\infty \right)^{\frac{1}{2}}$$

This leads to

$$|\lambda(s)| \leq C + \frac{I_2(z_2) - I_1(z_1) + C\delta \|\lambda\|_\infty}{\varepsilon}$$
Therefore, for $\delta$ chosen such that $C\delta < \varepsilon$, we have the uniform bound for $\lambda$. Similarly $\|u\|_H$ is uniformly bounded. In fact,

$$
\|u(s)\|_H \leq \|u(s + \tau(s))\|_H + \frac{I_2(z_2) - I_1(z_1) + C\delta\|\lambda\|_{\infty}}{\varepsilon}
$$

and since $\|u(s + \tau(s))\|_H \leq C$ and $\lambda$ is bounded, we have the desired result.

Now, as in the autonomous case, this uniform boundedness implies precompactness, therefore we can define the moduli space of trajectories of the non-autonomous gradient flow,

$$
\mathcal{M}(z_1, z_2)
$$

and we omit the similar gluing construction that can be done to compactify it. In fact, we can show that it is a finite dimensional manifold with

$$
dim\left(\mathcal{M}(z_1, z_2)\right) = i_{rel}(z_1) - i_{rel}(z_2)
$$

Moreover, if

$$
i_{rel}(z_1) - i_{rel}(z_2) = 1
$$

we have that

$$
\partial\mathcal{M}(z_1, z_2) = \bigcup_{x \in \text{Crit}_{irel}(z_2)(I_1)} \mathcal{M}(z_1, x) \times \mathcal{M}(x, z_2)
$$

$$
\bigcup_{y \in \text{Crit}_{irel}(z_1)(I_2)} \mathcal{M}(z_1, y) \times \mathcal{M}(y, z_2)
$$

With this in mind we can construct the continuation isomorphism

$$
\Phi_{12} : C_*(I_1) \rightarrow C_*(I_2)
$$

defined at the chain level by

$$
\Phi_{12}(z) = \sum_{x \in \text{Crit}_{irel}(z)(I_2)} (\sharp\mathcal{M}(z, x) \mod[2]) x
$$

By the previous remark on the boundary of the moduli space in the non-autonomous case, one sees that

$$
\partial_1 \Phi_{12} + \Phi_{12} \partial_2 = 0
$$

this shows that it is a chain homomorphism, hence it descends at the homology level. The last thing to check is that it is an isomorphism, by taking a homotopy of homotopies (see for instance Schwarz [32]). Finally we have the following result
Corollary 5.2. Assume that $F_1$ and $F_2$ satisfy the assumptions (F1) and (F2), such that $F_1 - F_2$ is bounded. Then

$$H_s(I_1) = H_s(I_2)$$

Proof. Without loss of generality one can assume the existence of a homotopy $F_s$ for $s \in [0, 1]$ and a partition

$$s_0 = 0 < s_1 < \cdots < s_k < 1 = s_{k+1}$$

such that, for a fixed $\delta > 0$

$$|F_{s_{j+1}} - F_{s_j}| \leq \delta.$$ 

Hence there exist continuation isomorphisms

$$\Phi_{j,j+1} : H_s(I_{s_{j}}) \rightarrow H_s(I_{s_{j+1}}), \quad j = 0, \ldots, k$$

and since there are finitely many of them, one gets an isomorphism between $H_s(I_1)$ and $H_s(I_2)$.

As we said before, the same stability results hold for the equivariant cases.

5.2 Transversality

In this section we will show that up to a small and smooth perturbation of $F$ we can always assume that $I$ is Morse. Then, it can be approximated by a Morse-Smale functional with the same critical points and the same connections.

Lemma 5.3. Consider a function $F$ satisfying (F1) and (F2), then for a generic perturbation $K$ in $C^3_0(E)$, the energy functional $\tilde{I}$ related to $F + K$ is Morse.

Proof. We consider the functional

$$\psi : \mathcal{H} \times C^3_0(E) \rightarrow \mathcal{H}$$

defined by

$$\psi(z, K) = \nabla \tilde{I}(z)$$

Let us notice first that the inverse image of zero corresponds to critical points of the functional related to $F + K$. Also, for $(z, K) \in \psi^{-1}(0)$ we have

$$\partial_z \psi(z, K)v = Hess(\tilde{I}(z))v,$$
which is a perturbation of a compact operator, and hence it is a Fredholm operator of index zero. Now it remains to show that \( \nabla \psi(z, K) \) is surjective. So, let us compute the differential with respect to \( K \):

\[
\partial_K \psi(z, K) G = \begin{pmatrix}
-\lambda |L|^{-1} \nabla G(u) \\
-G(u)
\end{pmatrix}
\]

Therefore, by taking first \( G \) to be constant, we see that we can span the \( \mathbb{R} \)-component. For the other component we see that by taking

\[ G(u) = \langle f, u \rangle \]

then we have that the range of the first component is dense since \( f \) can be any function of \( E \) and the operator \( |L|^{-1} \) maps \( E \) to a dense subspace. Thus we have the surjectivity. Therefore by the transversality theorem, 0 is a regular point of \( \psi(\cdot, K) \) for a generic \( K \) and this is equivalent to say that \( \tilde{I} \) is Morse.

Notice also that the perturbation \( K \) can be chosen to be \( S^1 \)- or \( \mathbb{Z}_2 \)-equivariant if \( F \) is so.

**Lemma 5.4.** Assume that \( I \) is Morse and satisfies (PS) in \([a, b]\), then for every \( \varepsilon > 0 \) there exists a functional \( I^\varepsilon \) such that

1. \( \|I - I^\varepsilon\|_{C^2} < \varepsilon \)
2. \( I^\varepsilon \) satisfies (PS) in \([a - \varepsilon, b + \varepsilon]\)
3. \( I^\varepsilon \) has the same critical points than \( I \) with the same connections (number of connecting orbits).

The proof of this result is similar to the one in [2] for that it will be omitted.

6 **Remarks**

Here we point out that the most important assumption on \( F \) is in fact the hypothesis (F2). Indeed, \( F \) needs to have the geometry of a local minimum around 0. In fact, the homology that we compute is more intrinsic to the surface \( S \) since the critical points will be located on the surface \( S \). In fact if \( F_1 \) and \( F_2 \) have two relative starshaped surfaces \( S_1 \) and \( S_2 \) that are bounded and if we use the notation \( H_\ast(S_1) \) instead of \( H_\ast(I_1) \) then \( H_\ast(S_1) = H_\ast(S_2) \).
This can be done using a cut off function $\eta$, that is, if the hypersurfaces $S_i$ is located in the ball $B_A(0)$ we choose $\eta$ such that

$$\eta(t) = \begin{cases} 1 & \text{for } 0 \leq t \leq \sqrt{A} \\ 0 & \text{for } t > 2\sqrt{A} \end{cases}$$

Thus we consider the modified functional

$$F_\eta = \eta(\|u\|^2)F_2(u) + (1 - \eta(\|u\|^2))F_1(u).$$

Then $\{F_\eta = 0\} = S_2$ and $F_1 - F_\eta$ is bounded. Hence if we are interested in critical points in a specific surface $S$, we can disregard the behavior of the defining functional outside a bounded set and make it equal to a reference functional that we know how to compute its homology and this is the main trick in order for us to compute the homology.

Regarding the meaning of the multiplier $\lambda$ instead, we will consider some examples that show up usually in the applications. First notice that if

$$0 < c_1 \leq \langle \nabla F(u), u \rangle \leq c_2$$

for all $u \in S$, then $\lambda$ and the energy $I$ of a critical point have the same growth, indeed if $(\lambda, u)$ is a critical point, then

$$2\frac{|I(\lambda, u)|}{c_2} \leq |\lambda| \leq 2\frac{|I(\lambda, u)|}{c_1}.$$ 

Now let us suppose that $\nabla F$ is homogeneous of degree $\alpha > 0$, on $S$, then any critical point to $I(\lambda, u)$ yields a solution to the problem

$$Lu = \nabla F(u)$$

In fact, if $(\lambda, u)$ is a critical point of $I$, then $\lambda^{\frac{1}{\alpha-1}} u$ is a solution of (6).

Also, if we consider for instance the problem of periodic solutions for a Hamiltonian system of the form

$$i \frac{\partial}{\partial t} z = \lambda \nabla H(z).$$

Then for every 1-periodic solutions that we get as a critical point of $I$, one has a $\lambda$-periodic solution for the system

$$i \frac{\partial}{\partial t} z = \nabla H(z).$$
Indeed if \((\lambda, z)\) is a critical point of \(I\), then \(z(\frac{1}{\lambda} \cdot)\) is a solution to (8). Therefore if our homology has infinitely many generators -as is the case of the equivariant homologies- we obtain a sequence of solutions with periods \(\frac{1}{\lambda_k}\) and from the remark on the link between the energy and \(\lambda\), we see that we have a sequence of periodic solutions with period going to infinity.

Moreover, we will see later that if the functional has some invariance, the homology is rich and has infinitely many generators which yield infinitely many solutions to the desired equations. On the other hand, in the case of vanishing of the homology, one needs to consider the local version of it, that is one has to restrict the energy in an interval \([a, b]\). By following the variation of the energy along the perturbation from the linear case one can exhibit the existence of at least one solution, see for instance [20]. Finally, further computations could be done in a case by case process depending each time on the nature and the symmetries of the problem.

7 Computation of the different homologies

7.1 The general case

Let us first compute the homology for the linear case, that is \(H_*(I_0)\) where \(I_0\) is the energy related to

\[
F_0(u) = \frac{1}{2}(|u|^2 - 1)
\]

In this case we know that the critical points of \(I_0\) are the couples of eigenfunctions, eigenvalues; moreover for each eigenvalue \(\lambda_k\) there is a circle of eigenfunctions \(e^{i\theta} \psi_k\). By a symmetry breaking argument we can break the circle to a min and a max as we did in the construction of the homology in section 4. Therefore each critical circle of index \(i_0\) will be broken to two critical points of index \(i_0\) and \(i_0 + 1\). Also notice that the critical circles have even index hence we have one generator for each index in the chain complex, that is

\[
C_k^{[-K,K]} = \mathbb{Z}_2,
\]

for all \(k \in \mathbb{Z}\) such that \(\lambda_k \in [-K, K]\).

Now let us compute the \(\partial\) operator. First, by construction \(\partial = 0\) from odd index to even index: so it remains to compute it from even index to odd
Let \( (\lambda(t), u(t)) \) be a flow line such that
\[
(\lambda(+\infty), u(+\infty)) = (\lambda_k, u_k)
\]
and
\[
(\lambda(-\infty), u(-\infty)) = (\lambda_{k+1}, u_{k+1}),
\]
so if we write \( u(t) \) in the basis \( \varphi_i \) we get, if \( u(t) = \sum_{i \in \mathbb{Z}} a_i(t) \varphi_i \),
\[
a_i'(t) = \frac{(\lambda_i - \lambda(t))}{|\lambda_i|} a_i.
\]
Therefore we can write \( a_i(t) = a_i(0) \exp(\int_0^t \frac{(\lambda_i - \lambda(s))}{|\lambda_i|} \, ds) \). Using the convergence of \( \lambda(t) \) at infinity we get that \( a_i = 0 \) for \( i \not\in \{k, k+1\} \) and we have (transversally to the \( S^1 \) action) exactly one flow line from one generator to the generator of the next index. Therefore the flow is in fact a finite dimensional one. As in the finite dimensional case we get then that \( \partial \) is an isomorphism from even to odd. Therefore, one gets \( H_*(I_0) = 0 \).

### 7.2 The equivariant cases

Let us consider again the linear case. The chain complex in this case is generated by a \( \mathbb{Z}_2 \) for each even index and the boundary operator is zero since we have a gap of 2 in the indices. Thus we have \( H_*^{S^1}(I_0) = \mathbb{Z}_2 \) if \( * \) is even and \( H_*^{S^1}(I_0) = 0 \) otherwise.

To conclude for the general case, notice that the deformations that we construct in the previous case preserves the \( S^1 \) action if we start with an \( S^1 \)-equivariant \( I \). Therefore \( H_*^{S^1}(I) = H_*^{S^1}(I_0) \).

A Similar computation in the case of the \( \mathbb{Z}_2 \) yields that \( H_*^{\mathbb{Z}_2}(I) = \mathbb{Z}_2 \).

### 8 Applications

In this section we will present some examples of PDEs and infinite dimensional dynamical systems for which one can apply our previous results to get existence and multiplicity of solutions. We will consider only some model potentials as non-linearity, just to illustrate how the method can be applied. We also recall that we will consider examples in which the relevant operator \( L \) has unbounded spectrum from above and below, which is the interesting case for us; however our results apply to operator such as laplacian,
bilaplacian or sublaplacian as well, giving rise to the usual Morse homology: anyway, since we are looking for existence and multiplicity of solutions, we address the reader to the papers [17, 15, 16, 24, 22, 31, 21, 26, 23, 25] and the reference therein, for other kind of methods to obtain different type of existence and multiplicity results.

8.1 The non-linear Dirac equation

We start with the first application of our results. This is the case of the Dirac operator: indeed the investigation started in [20] led to the present generalization. We bring the readers attention to small technical improvements we did with respect to the previously cited paper.

Consider a compact spin manifold \((M, g, \Sigma_g)\), and for \(1 < p < \frac{n+1}{n-1}\) we propose to solve the problem

\[
D_g u = h(x)|u|^{p-1}u,
\]

for \(h \geq c > 0\). Then using the Rabinowitz-Floer homology, as in [20], we have that problem (9) has an infinite sequence of solution, with energy going to infinity. Indeed this problem falls into the class of operators for which we can use the methods we introduced in this paper.

We give here for the sake of completeness the different quantities we used. First, we define the functional \(F : H^1(\Sigma M) \to \mathbb{R}\) as

\[
F(u) = \frac{1}{p+1} \int_M \left(h(x)|u|^{p+1}(x) - 1\right) dx
\]

and

\[
I(u, \lambda) = \frac{1}{2} \int_M \langle Du, u \rangle dx - \lambda F(u)
\]

Since \(p < \frac{n+1}{n-1}\) then assumption \((F1)\) holds, now it is easy to see that assumption \((F2)\) is satisfied from the structure of the nonlinearity \(F\). Indeed,

\[
\langle \nabla F(u), u \rangle = \int_M h(x)|u|^{p+1}(x)dx = 1, \text{ for } u \in S.
\]

We observe that a similar result can be found in the work of T.Isobe [19], where the author proves the existence of solutions using a topological linking argument.
8.2 Systems of elliptic equations

Let $\Omega \subset \mathbb{R}^n$ be a bounded domain and let us define the following elliptic system:

\[
\begin{align*}
-\Delta u &= H_v(u,v) \text{ in } \Omega \\
-\Delta v &= H_u(u,v) \text{ in } \Omega \\
u|_{\partial\Omega} &= v|_{\partial\Omega} = 0
\end{align*}
\]  \hspace{1cm} (10)

where $H$ is a smooth even function. The first results for this problem are obtained in [18], then it has been studied by many authors, we cite here some works and the references therein [4, 14].

We consider a typical non-linearity of type:

\[H(u,v) = \frac{1}{p+1}|u|^{p+1} + \frac{1}{q+1}|v|^{q+1}, \quad p,q > 0\]

for

\[\frac{1}{p+1} + \frac{1}{q+1} > \frac{n-2}{n}.\]

The natural space on which we can define our functions is the space

\[H = H^1_0(\Omega) \times H^1_0(\Omega) \times \mathbb{R}.\]

Then one can construct the Rabinowitz functional related to this problem in this way:

\[I(u,v,\lambda) = \int_\Omega \nabla u \cdot \nabla v dx - \lambda \int_\Omega (H(u,v) - 1) dx\]

We notice here that, thinking of the first part of this paper, we have that

\[L = \begin{pmatrix} 0 & -\Delta \\ -\Delta & 0 \end{pmatrix}\]

and this operator have a discrete unbounded spectrum from above and below. Similarly

\[F(u,v) = \int_\Omega \left( \frac{1}{p+1}|u|^{p+1} + \frac{1}{q+1}|v|^{q+1} - 1 \right) dx.\]

Here the level set $\{F = 0\}$ bounds again a spherical domain so in particular it is strictly starshaped and thus (F2) holds; moreover from the restriction on $p$ and $q$ we have that assumption (F1) holds as well (see [18]). Therefore this system admits infinitely many solutions with energy going to infinity.
8.3 An infinite dimensional dynamical system

We consider a bounded domain \( \Omega \subset \mathbb{R}^n \) and we propose to find periodic solutions to the following infinite dimensional dynamical system:

\[
\begin{aligned}
\frac{\partial}{\partial t} u - \Delta u &= H_v(u,v) \quad \text{in } \Omega \times S^1 \\
-\frac{\partial}{\partial t} v - \Delta v &= H_u(u,v) \quad \text{in } \Omega \times S^1 \\
u|_{\partial \Omega} &= v|_{\partial \Omega} = 0
\end{aligned}
\] (11)

Also this type of problems has been deeply investigated: we cite for example the works [13], [6], [7] and the references therein.

Again, we consider only a typical non-linearity of the form

\[
H(u,v) = \frac{1}{p+1}|u|^{p+1} + \frac{1}{q+1}|v|^{q+1}, \quad p, q > 0
\]

for

\[
1 > \frac{1}{p+1} + \frac{1}{q+1} > \frac{n}{n+2}.
\]

We have in this case, the operator

\[
L = \begin{pmatrix}
0 & \frac{\partial}{\partial t} - \Delta \\
-\frac{\partial}{\partial t} - \Delta & 0
\end{pmatrix}
\]

This is an unbounded operator on \( L^2(\Omega \times S^1) \) and it is auto-adjoint with spectrum

\[
\sigma(L) = \{ \pm \sqrt{j^2 + \lambda_k^2}; j \in \mathbb{Z}, \lambda_k \in \sigma(-\Delta), k \in \mathbb{N} \}
\]

The corresponding eigenfunctions, in complex notations, are of the form

\[
\psi_{j,k} = e^{ijt}\varphi_k(x)
\]

where the \( \varphi_k \) are eigenfunctions of the Laplace operator on \( \Omega \). The natural space of functions to consider is then

\[
H = \left\{ u = \sum_{k,j} u_{k,j}\psi_{k,j} \in L^2(\Omega \times S^1); \sum_{k,j} j^2 + \lambda_k^2 t^{\frac{1}{4}} u_{k,j}\psi_{k,j} \in L^2(\Omega \times S^1) \right\}.
\]

We define then

\[
F(u,v) = \int_{\Omega \times S^1} (H(u,v) - 1) \, dx \, dt
\]

In the same way as in the previous example, (F2) holds and from the restriction on \( p \) and \( q \) also the assumption (F1) is satisfied (see [13]). Therefore the system has a sequence of periodic solutions with energy going to infinity. Notice that in particular, this allows us to find periodic solutions to the beam equation by taking \( p = 1 \) in the previous function \( H \).
8.4 The wave equation

We consider the following one dimensional wave equation:

\[
\begin{align*}
  u_{tt} - u_{xx} &= f(x, u) \\
  u(t + 2\pi, x) &= u(t, x + 2\pi) = u(t, x)
\end{align*}
\]  

This problem was also deeply studied, we cite here only some papers: [8], [28], [33].

We propose to find periodic solutions in time and space. The case of the wave equation presents a difference with respect to the previous ones: in fact, the linearized operator in not Fredholm since it has an infinite dimensional kernel, hence our theorem fails to apply directly. However, under some assumptions on the non-linearity we can overcome this lack of Fredholm. Again we will consider the example of a typical nonlinearity, that is for \( p > 1 \),

\[ f(u) = |u|^{p-1}u \]

First, we define the operator \( L \) as follows

\[ \langle Lu, v \rangle = \int_{S^1 \times S^1} u_x v_x - u_t v_t dt \, dx \]

Then \( L \) is an unbounded auto-adjoint operator on \( L^2(S^1 \times S^1) \). The spectrum of \( L \) is

\[ \sigma(L) = \{ j^2 - k^2; j, k \in \mathbb{N} \}, \]

with eigenfunctions in complex notation of the form

\[ \varphi_{i,j}(t, x) = e^{ikt}e^{ijx}. \]

The natural functional space to be considered is then \( H^1(S^1 \times S^1) \). The kernel of \( L \), denoted by \( N \) is

\[ N = \text{span}\{ \varphi_{j,j} \}_{j \in \mathbb{N}}. \]

We then adopt the usual splitting of \( H^1(S^1 \times S^1) \) as follows:

\[ H^1(S^1 \times S^1) = H^+ \oplus N \oplus H^- \]

Notice here that the kernel \( N \) is an infinite dimensional space, which makes the operator \( L \) not Fredholm. In order to overcome this difficulty one additional step is needed.
We first consider, for \( u \in H = H^+ \oplus H^- \), the functional \( K_u : N \to \mathbb{R} \) defined by
\[
K_u(v) = \frac{1}{p+1} \|u + v\|_{p+1}^{p+1}.
\]

One can show that for every \( u \), \( K_u \) achieves its minimum in a function \( v(u) \in N \) (see [8], [28], [33]). We define then \( Q : H \to \mathbb{R} \) by
\[
Q(u) = K_u(v(u)) = \frac{1}{p+1} \|u + v(u)\|_{p+1}^{p+1}.
\]

It holds that \( Q \) is compact, \( C^1 \) and since \( v(u) \) is a minimum for \( K_u \) we have that
\[
\langle Q'(u), h \rangle = \int_{S^1 \times S^1} |u + v(u)|^{p-1}(u + v(u))h dt dx
\]
for all \( h \in H \). On the other hand, using again the fact that \( v(u) \) is a minimum for \( K_u \), we get
\[
\int_{S^1 \times S^1} |u + v(u)|^{p-1}(u + v(u))v dt dx = 0
\]
for all \( h \in N \). In particular
\[
\int_{S^1 \times S^1} |u + v(u)|^{p-1}(u + v(u))v dt dx = 0.
\]

Now, we are able to define our Rabinowitz type functional \( I : \mathcal{H} = H \times \mathbb{R} \to \mathbb{R} \) by
\[
I(u, \lambda) = \langle Lu, u \rangle - \lambda (Q(u) - 1)
\]
We are then in the setting of our paper. Since the non-linearity is polynomial then \( (F1) \) holds and then we only need to verify the assumption \( (F2) \). So,
\[
\langle Q'(u), u \rangle = \int_{S^1 \times S^1} |u + v(u)|^{p-1}(u + v(u))u dt dx =
\]
\[
= \int_{S^1 \times S^1} |u + v(u)|^{p+1} dt dx - \int_{S^1 \times S^1} |u + v(u)|^{p-1}(u + v(u))v(u) dt dx
\]
But, as we pointed out earlier we have
\[
\int_{S^1 \times S^1} |u + v(u)|^{p-1}(u + v(u))v(u) dt dx = 0
\]
Hence, \( \langle Q'(u), u \rangle \geq c > 0 \) for \( u \in S \) and \( (F2) \) holds true. Therefore \( I \) has an infinite sequence of critical points. It is then straightforward to see that
critical points of $I$ are indeed solutions of problem (12).

The same procedure could be carried out for the non-linear Schrödinger equation of the form

$$\begin{cases} 
-i \frac{\partial}{\partial t} u = -u_{xx} + |u|^{p-1}u \\
u(t + 2\pi, x) = u(t, x + 2\pi) = u(x, t)
\end{cases}$$

(13)

to get the existence of an infinite sequence of solutions.
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