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Abstract

The use of vehicles as sensors is a new paradigm to enable an efficient environment monitoring and an
improved traffic management. In most cases, the sensed information must be collected at a remote control
center and one of the most challenging aspects is the uplink acquisition of data from vehicles, which is
presently performed through cellular networks. With the objective to offload cellular networks, in this paper
we propose and discuss the adoption of the WAVE/IEEE 802.11p protocols, which represent the state of
the art for short range vehicle-to-vehicle and vehicle-to-roadside communications. More specifically, we
discuss the system design and assess the cellular resource saving that can be obtained in urban scenarios
through the deployment of WAVE/IEEE 802.11p devices on the vehicles and roadside units, evaluating the
impact of the percentage of equipped vehicles, of the number of deployed road side units, and of the adopted
routing protocol. Results, obtained through an integrated simulation platform taking both realistic vehicular
environments and wireless network communication aspects into account, show that the deployment of few
road side units and the use of low complexity routing protocols leads to a significant reduction of cellular
resource occupation, even approaching 100% with a high density of equipped vehicles.

Keywords: Vehicular sensor network (VSN); cellular networks offload; VANET; IEEE 802.11p

1. Introduction

An increasing number of vehicles traveling world-
wide is equipped with sensors and wireless commu-
nication devices, denoted on board units (OBUs),
aimed at collecting and transmitting information5
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about themselves and their surroundings: the new
network paradigm that arises from this scenario
is known as vehicular sensor network (VSN) [1].
The vast information collected by vehicles can be
used to enable a variety of new services addressing10

safety, traffic management, smart navigation, pollu-
tion measurements, urban surveillance, and foren-
sic investigations. As an example, millions of ve-
hicles are worldwide equipped with sensors (OBUs,
smartphones, navigation systems) periodically col-15

lecting and storing their position and speed: data
are remotely processed by a control center that in-
fers traffic conditions used for route derivation.

This kind of services are all tolerant to some
delay: information can be stored by the OBUs20

even for minutes before being delivered to the con-
trol center. Nonetheless, a wireless connection is
required and presently only cellular networks are
used. The additional data traffic generated by these
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services, and the consequent degradation of the cel-25

lular network performance, is, therefore, a major
concern for network operators and service providers
[2, 3].

At the same time, several standardization pro-
cesses and research activities are addressing short30

range vehicle-to-vehicle (V2V) and vehicle-to-
roadside (V2R) communications [4, 5]. Presently,
the wireless access in vehicular environment
(WAVE)/IEEE 802.11p protocol stack [6], hereafter
simply WAVE, represents the state of the art of35

short range vehicular communications.
It is worth noting that WAVE cannot be seen as

an alternative to cellular networks: in particular, i)
it is hardly feasible to equip all vehicles with such
technology in short terms, and ii) a very dense road-40

side unit (RSU) deployment would be required to
guarantee an uniform data collection in the spatial
domain. On the contrary, WAVE could be used
as an added technology to offload part of cellular
networks.45

In this paper, in particular, we explore the use
of WAVE to collect as much data as possible at
RSUs, thus reducing the use of cellular communi-
cations hereafter denoted vehicle-to-infrastructure
(V2I) communications.1 Numerical results, demon-50

strating the benefit of this solution, are obtained
using an integrated simulation platform that takes
into account both the vehicular mobility and the
wireless network behavior, thus allowing to repro-
duce all the relevant aspects of VSNs, from the ur-55

ban traffic to the communication protocols in their
details.

1.1. Definition of Vehicular Sensor Networks and
Related Work

As shown in Fig. 1, VSNs can be seen as the in-60

tersection between vehicular networks and wireless
sensor networks (WSNs). As in vehicular networks,
OBUs move in the scenario and the network topol-
ogy changes continuously. As in WSNs, data gen-
erated in the OBUs are typically collected in a con-65

trol center using wireless communications. Thanks
to their mobility, OBUs (with storage capabilities)
can also carry data until suitable conditions for data
delivery are achieved.

1In this paper we will use the V2R notation to denote
short range communications between OBUs and RSUs, and
the V2I notation to denote the communication between
OBUs and remote devices through cellular links.

Figure 1: Relationship between various expressions related
to vehicular, sensor, and ad hoc networks.

When short range communications are foreseen,70

VSNs could be seen as particular cases of vehic-
ular delay tolerant networks (VDTNs), recently
discussed, for example, in [7], that can be also
characterized by a completely ad hoc architecture.
Besides this aspect, the main differences between75

VSNs and VDTNs are that, in the latter, data loss
might be tolerated and delivery delays can be un-
constrained.

The use of vehicles as communication-enabled
moving sensors opens to a number of potential ap-80

plications, as pointed out in [1], where the VSN
acronym firstly appeared. An interesting survey of
VSNs and their applications can be found in [8].
Examples are also presented in many related works,
where VSNs are envisioned, for instance, to alert85

upcoming vehicles when an accident is observed [9],
to guarantee urban environment surveillance [10],
to provide large scale pollution measurements [11],
to enable traffic monitoring [12, 13], and to perform
civil infrastructure monitoring and automotive di-90

agnostics [14].

Besides possible applications, many other aspects
of VSNs have been investigated so far. Data man-
agement is discussed, for instance, in [14], where
Hull et al. describe the CarTel platform, which95

provides a simple query-oriented programming in-
terface handling large amounts of heterogeneous
data from sensors, even in intermittent and vari-
able network connectivity conditions; security of
communication is faced in [15], where a batch sig-100

nature verification scheme is proposed to achieve
efficient authentication, integrity, and validity in
VSNs; data dissemination protocols are discussed
in [16], where broadcast communication under di-
verse network densities is proposed to prevent the105
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so-called broadcast storm problem and to efficiently
deal with disconnected networks by relying on the
store-carry-forward communication model.

In the TrafficView and MobEyes middlewares,
described in [17] and [18], respectively, short range110

communications are exploited to exchange infor-
mation and create geo-localized contents using a
decentralized peer-to-peer approach. The analy-
sis of traffic conditions is addressed in TrafficView,
whereas proactive urban monitoring is addressed115

in MobEyes. Both these works focus on local data
processing (possibly with compression and aggre-
gation) as well as on queries and data distribution.
An infrastructure-based approach, called SWIM, is
proposed in [19]. In SWIM, cellular networks are120

not considered and the mobile nodes are used to
reach the RSUs, denoted Infostations, which collect
data to be delivered to a control center.

1.2. Contribution
Although several papers have been published on125

applications, routing algorithms, as well as per-
formance evaluation of wireless sensor and vehic-
ular networks [7, 20, 21, 22, 23], to the authors’
knowledge the use of V2V and V2R communica-
tions to offload the cellular networks in VSNs has130

been only addressed in [24], where preliminary re-
sults are shown using simplifying assumptions for
physical, MAC, and routing, and in [25], where the
focus is on the deployment of a specific field trial.

The burden on the cellular network due to the135

traffic generated by VSNs is highlighted for exam-
ple in [2, 26, 27]. Besides the connection costs, the
foreseeable increase of the number of OBU equipped
vehicles as well as of the generated data will heav-
ily affect the performance of cellular networks, by140

reducing the transmission quality of both vehicular
and non vehicular users. The adoption of V2V and
V2R communications is thus an interesting comple-
ment to V2I communications.

More specifically, in this paper we address the145

following questions:

1. Are V2V and V2R short range communications
efficient enough to motivate the required tech-
nological effort?

2. Is there a significant saving achievable with150

a limited number of RSUs, thus avoiding the
need for huge infrastructure investments?

3. Which technical solutions are needed to enable
this scenario? In particular, where should the
RSUs be placed and which routing algorithms155

are suited for the considered application?

1.3. Outline of the Paper

The remainder of the paper is organized as fol-
lows. In Section 2, the technical assumptions are
discussed, focusing on the application (Section 2.1),160

the WAVE technology (Section 2.2), the RSU place-
ment (Section 2.3), and the routing algorithm (Sec-
tion 2.4). The simulation tool and settings are then
described in Section 3. In Section 4, numerical re-
sults are presented. Finally, our conclusions are165

drawn in Section 5.

2. Technical Assumptions

2.1. Application Requirements

As depicted in Fig. 2, we consider a scenario
where OBUs are equipped with V2I, V2V, and170

V2R. OBUs collect some data to be delivered to
a remote control center. We also assume that:

• Data cannot be modified, in terms of both con-
tent and source (data from different OBUs can-
not be somehow filtered and aggregated [28]);175

• A distributed processing is avoided, thus data
management and the long term storage are left
to the remote control center;

• Each packet must be delivered to the control
center, thus packets that do not reach an RSU180

must be sent using V2I.

These requirements are strictly needed, for in-
stance, whenever the data could be used for legal
purposes or when they are used to derive a driv-
ing profile for insurance companies. Less stringent185

requirements could be foreseen for other applica-
tions; however, relaxing the first or second require-
ment would improve WAVE performance, thus our
results can be seen as a worst case, and relaxing
the third would frequently cause localized losses of190

data, undesirable for any VSN application.

2.2. Short Range Communication Technology

In the following, we assume that OBUs are
equipped with WAVE; WAVE defines, through the
IEEE 1609 specifications, the communication sys-195

tem architecture and the complementary set of ser-
vices and interfaces for vehicular scenarios; MAC
and PHY protocols are described by IEEE 802.11p.

A key feature introduced is the WAVE mode,
which allows the transmission and reception of data200

frames with the wildcard basic service set (BSS)
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Figure 2: Scenario: vehicles equipped with OBUs integrating
both cellular technology for V2I communications and V2V
and V2R communication devices.

identity and without the need of belonging to a
particular BSS. This feature enables very efficient
communication-group setup, reducing the typical
overhead required by nomadic IEEE 802.11a/g net-205

works, and can be used for a fast exchange of con-
textual data. Another peculiarity is that all OBUs
are expected to periodically broadcast their identity
and position in packets denoted beacons, with the
aim to provide each OBU with a real time knowl-210

edge of all its neighbors.
In most Countries, IEEE 802.11p will use a vari-

able number of non overlapping channels of 10 MHz
each (e.g., 7 channels are foreseen in USA and 5 in
Europe), transmitted in the dedicated short range215

communications (DSRC) band around 5.9 GHz; one
of these channels is reserved for control purposes
and the others are provided as service channels.
Here, we assume the parallel use of the control chan-
nel for beacon broadcasting and one service chan-220

nel for data transmission. This solution guarantees
that no resource reduction is caused to the con-
trol channel by the addressed service. More specif-
ically, each OBU communicates its position in the
control channel with a beacon frequency of 10 Hz,225

whereas collected data are delivered through the
service channel.

2.3. RSU placement

Deploying the VSN, one of the main issues is the
efficient location of the RSUs, a topic that has re-230

cently gained interest [29, 30, 31].
In this work, we consider and compare three algo-

rithms. In all cases, the objective is to select where
to place a fixed number NRSU of RSUs among Ω
possible locations Lk, k ∈ [1,Ω]. The position of235

the rth RSU, as ordered by the algorithm, will be
then denoted RSUr, r ∈ [1, NRSU ].

1. Contacts (KP-P). This algorithm cor-
responds to the one denoted KP-P in [30] (the
acronym follows the fact that it is a Knapsack240

Problem that can be solved in polynomial time).
Locations are sorted based on the number of ve-
hicles that crossed that location in a given ob-
servation time ∆T . More specifically, we denote
np(k), k ∈ [1,Ω], the average number of vehicles per245

minute that crossed Lk, and we set RSUr = Lwr ,
r ∈ [1,Ω], where wr is an ordering index such that
np(w1) > np(w2) > · · · > np(wΩ).

This algorithm requires as input only the number
of vehicles crossing the locations of interest in a de-250

fined observation interval, which is an information
that can be obtained with limited costs.

2. Non repeated contacts (MGP-g). This
algorithm corresponds to the one denoted MCP-
g in [30] (the acronym follows the fact that it255

solves a Maximum Coverage Problem through a
greedy heuristic). Locations are selected iter-
atively, based on the number of new vehicles,
i.e., those that have not been previously counted
by other RSUs. More specifically, the loca-260

tion for the first RSU, RSU1 is chosen like in
the previous algorithm, thus RSU1 = Ly1

, with
y1 = w1. To select the r-th RSU placement,

a new counter n
(r)
p (k) , n

(r−1)
p (k) − m(r−1)(k),

r ∈ [2,Ω], k ∈ [1,Ω]/y1, ..., yr−1, is calculated,265

with m(l)(k) being the number of vehicles that
crossed Lk, Ly1 , Ly2 , ..., Lyl . Then, RSUr = Lyr ,

yr , {yr ∈ 1, ...,Ω/y1, ..., yr−1 s.t. n
(r−1)
p (yr) =

maxi=1,...,Ω/y1,...,yr−1
{n(r−1)

p (i)}}, with r ∈ [2,Ω].

Compared to KP-P, MCP-g tends to favorite the270

selection of locations that are far to each other and
is expected to improve the connectivity level of the
network. MCP-g is however harder to implement,
since it requires the number of vehicles that cross
each possible location as well as their identity (e.g.,275

their license plate).

2. Connectivity improvement (CI). In ad-
dition to the previous schemes, we propose a new
algorithm, denoted as CI, which aims at maximiz-
ing the connectivity level Γ, defined as the average
(over time) ratio between the number of OBUs with
an existing path towards an RSU (through a single
or a multi hop short range connection, regardless of
the capacity of the routing protocol to detect the
path) and the total amount of OBUs,

Γ ,
1

∆T

∫
∆T

vconn(t)/vtot(t)dt (1)
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where ∆T is the observation interval, vconn(t) is the
number of OBUs with an existing path at time t,
and vtot(t) is the number of vehicles in the scenario
at time t; Γ is thus representative of the connectiv-280

ity level provided by RSUs.
In CI, RSU1 = Lz1 , where Lz1 is the location

that provides the highest Γ in the case of a sin-
gle RSU; then, the following RSUs are selected,
one by one, in order to maximize the Γ increment.285

More specifically, once RSU1, . . . , RSUr−1 are de-
fined, RSUr = Lzr , where Lzr is the location, in the
set {1, . . . ,Ω/z1, . . . , zr−1}, that, added to the set
Lz1 , . . . , Lzr−1 , provides the largest Γ increment.

In principle, this algorithm tends to maximize290

the connectivity level of the network, thus better
performance than KP-P and MCP-g is expected.
On the other hand, differently from the other al-
gorithms, it is not based on information available
through on field measurements, but requires the use295

of simulations for its implementation.

2.4. Routing Algorithms

If an OBU is under coverage of any RSU, its data
is directly transmitted through V2R communica-
tions. Otherwise, a routing algorithm is adopted to300

find the best route towards an RSU through V2V
multiple hops. In particular, the routing algorithm
searches for a suitable next relay among the neigh-
bor nodes (which are known thanks to the beacon-
ing mechanism).305

Packets in the OBU buffer are sent through
the V2I connection whenever one of the following
“forced cellular transmission conditions”, are met:
(i) the number of packets inside the transmission
buffer reaches a threshold NMAX , or (ii) at least310

one of the queued packets was generated TMAX sec-
onds before the actual instant. This procedure is
detailed in the flow chart shown in Fig. 3.

Concerning the routing algorithm, the peculiar
aspect of VSNs is that vehicle mobility makes the315

wireless links between nodes rapidly varying and
difficult to maintain. Differently to WSNs, vehicles
carry large capacity batteries and energy is not a
primary concern. To select a suitable routing al-
gorithm for VSNs, we now discuss some necessary320

criteria.
Criterion A.1: anycast routing . The envi-
sioned application requires the adoption of an any-
cast routing algorithm, addressing any of the de-
ployed RSUs without caring about which one.325

Criterion A.2: only unicast transmissions.
It is important to minimize data loss, thus only

Figure 3: Flow chart description of the OBU transmission
buffer management. The dashed arrows correspond to ac-
tions performed when an event occurs.

unicast transmissions with MAC level acknowledg-
ments are acceptable.

Criterion A.3: no need for real time . In-330

formation is delay-tolerant, thus storing and carry-
ing the messages (until better conditions are avail-
able) is possible. In any case, packets that cannot
be transmitted to an RSU are transmitted via V2I
cellular links when the forced cellular transmission335

conditions are met.

Criterion A.4: efficiency in both sparse and
dense networks. Vehicle density is highly vari-
able depending on the area and the time, thus the
routing algorithm should work under all conditions.340

Besides these necessary criteria, some additional
(suggested) criteria are described in the following
to increase the efficiency of the routing algorithms.

Criterion B.1: proactive routing . The con-
tinuous exchange of information, available thanks345

to the beacon frames, makes proactive algorithms
implementable with reduced overhead. Moreover,
reactive algorithms are less effective with contin-
uously varying links and may suffer of scalability
problems, as various experiments confirm [32].350

Criterion B.2: no use of road maps. Al-
though sophisticated processing units and memo-
ries could be easily accommodated on board of ve-
hicles, here we assume that low cost devices are
adopted. Moreover, layout accuracy of maps is355
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guaranteed only at the cost of frequent updates.
For these reasons, we avoid the use of road maps.

Criterion B.3: only a single copy per packet .
Allowing the creation of multiple copies of a packet
has three main drawbacks: first, the higher num-360

ber of packets increases the network load; second,
nodes must somehow share the list of packets in
their queue to avoid useless transmissions; third, to
avoid unnecessary data exchange and use of cellular
resources, an acknowledgement mechanism must be365

foreseen to drop the copies of a packet that has been
already received by the control center. The latter
point is particularly critical for two reasons: a) any
acknowledgment mechanism increases the network
load; b) isolated OBUs cannot be reached.370

These criteria exclude most of widely consid-
ered routing algorithms for vehicular ad hoc net-
works (VANETs), including the majority of those
described in surveys [7, 33, 34]. For example, CAR
[35] cannot be used due to its reactive nature, GSR375

[36] requires maps on board, while SPRAY&WAIT
and EPIDEMIC [37, 38] foresee multiple copies.

Most of routing algorithms that respect the cri-
teria are either based on position knowledge or hop
count: in the former case, the route is selected380

based on the position of each node, while in the lat-
ter it is based on the estimated number of hops. For
both classes we consider two protocols from the lit-
erature and we formalize a new protocol that solves
some issue or simplifies the procedure.385

2.4.1. Position based algorithms

To implement this class of algorithms, a location
service must be available to inform OBUs of the
RSU positions. As an example, a database inside
the OBU could contain all the RSU positions, and390

updates could be performed in the case that a new
RSU is deployed or an old one is removed.

Two of the position based routing algorithms
that have been mostly considered for VANETs are:

• greedy forwarding (GF): the neighbor with395

minimum distance to destination is selected;

• greedy perimeter stateless routing (GPSR)
[39], a modification of GF hereafter detailed.

GF has been widely investigated and most of its
variants try to solve the so-called local minimum400

problem, that occurs in VANETs when there is a
point on the road map where the distance is mini-
mum compared to all the road segments connected

to that point: an OBU near to that point will col-
lect data from all its neighbors, without having a405

next relay available. GPSR is the most cited pro-
tocol trying to solve the problem of local minima:
when a local minimum is detected, the OBU enters
the perimeter mode to solve the problem. As shown
for example in [32] and confirmed in the following410

numerical results, GPSR is however unable to solve
the local minimum problem in vehicular scenarios.
Since real time is not required and V2I is available
as a backup solution, the local minimum problem
might however be acceptable in our scenario.415

Another issue of GF is the presence of the ping-
pong effect, happening when two vehicles, for ex-
ample A and B, drive in opposite directions and
are not covered by an RSU. If A is going towards
the RSU and B, closer than A to the RSU, is going420

farther, then A will uselessly transmit its data to
B, and B will then send back the same data to A.
To address this issue, we slightly modify GF into
vehicular sensor greedy forwarding (VSGF),
that works as follows (step 3 is applied to hinder425

the ping-pong effect).

Vehicular sensor greedy forwarding
Algorithm performed by each OBU Θi to determine
the next hop:

1. Θi checks for the nearest (in the Euclidean
sense) RSU R∗

i ;

2. Θi defines the set {Ai} of the neighbor OBUs
that are closer to R∗

i , marking all of them as
suitable;

3. If and only if Θi is getting closer to R∗
i (as it

results from the comparison of the last two
couples of the global positioning system (GPS)
coordinates), then it marks as not suitable any
OBU in {Ai} that is getting farther from R∗

i

(as it results from the comparison of the last
two couples of coordinates received in the
related beacons);

4. If {Ai} is empty or all OBUs in {Ai} are
marked as not suitable, then no next hop is
available for Θi. Otherwise, Θi assumes as
next relay the OBU in {Ai}, marked as
suitable, which is the closest to R∗

i .

Limitation:

• OBUs must know the coordinates of the
nearest RSUs.
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2.4.2. Hop count based algorithms

This class of algorithms needs some extra fields
in beacon frames to broadcast the number of hops430

necessary by a given OBU to reach an RSU.
Among this class, two interesting protocols are:

• HEAT [40]: it is a hop count based algorithm
that weights the suitability of the neighbors as
next hops also taking into account the presence435

of alternatives towards destination;

• the algorithm, hereafter denoted LET, based
on the link expiration time (LET) metric [41],
that chooses among neighbors with the same
number of hops to destination the one with the440

highest estimated stability of the link (i.e., giv-
ing most priority to the link that is likely to last
for the longest time).

As numerical results will demonstrate, the addi-
tional complexity introduced by these algorithms445

does not lead to a significant performance improve-
ment. For this reason, using nh to denote the num-
ber of hops towards the nearest RSU, we formal-
ize the simpler vehicular sensor distance vec-
tor (VSDV), that works as follows.450

Vehicular sensor distance vector
Algorithm performed by each OBU Θi to determine
the next hop:

1. Θi selects among the neighbors the one θ∗i
with the lowest nh (hereafter nh

∗
i ) among

those that have θNH 6= Θi (restriction 1);

2. If there is no neighbor with θNH 6= Θi or if
nh

∗
i is not lower than a threshold nhMAX

(restriction 2), then no next relay is available
and Θi sets nhi = nhMAX and θNHi to the
default value (e.g., -1); otherwise, Θi assumes
θ∗i as next relay and sets nhi = nh

∗
i + 1 and

θNHi = θ∗i .

Limitation:

• Two extra fields, nh and θNH , are required in
beacon frames.

Restrictions 1 and 2 aim at reducing the count
to infinity problem that affects the distance vector
based routing algorithms. More specifically, restric-
tion 1 avoids that an OBU considers as possible455

next relay a neighbor that it is presently serving as
next relay, since its nh would not be updated (an

approach similar to poison reverse [42]). Restriction
2 introduces a maximum count and implies that no
connection to an RSU is allowed when more than460

nhMAX hops are needed; this approach, adopted
in most distance vector implementations, stops a
count to infinity after a limited number of steps.
The parameter nhMAX is here set to 16, as in most
implementations [43]. Note that, using 4 bits for nh465

and 48 bits to carry the MAC address of θNH , less
than 7 extra bytes are required in beacon frames.

3. Simulation tools and settings

To take into account the joint effects of vehicular
mobility and wireless communications, results have470

been derived through simulations, performed with
the use of VISSIM [44], a vehicular traffic simula-
tor, and the simulation platform for heterogeneous
interworking networks (SHINE) [45, 46]. VISSIM
is a microscopic traffic simulation tool based on an475

origin-destination matrix, reproducing movements
constrained by the three dimensional structure of
vehicles and by road rules. SHINE is a wireless
network simulator designed and developed in our
laboratories to reproduce the whole network archi-480

tecture from the application layer to the physical
layer.

A summary of the main input and output figures
is given in Table 1. Hereafter, all the settings and
observed outputs will be detailed.485

Scenario. The road-network layout of the refer-
ence scenario consists of a portion (1.6 x 1.8 km2)
of the medium sized Italian city of Bologna, as de-
picted in Fig. 4. For the RSU deployment, dis-
cussed in Section 2.3, the 24 junctions where at least490

four road segments converge are considered. These
locations tend to improve radio coverage and take
advantage of the presence of power supply, that is
typically available for traffic lights [30].

Traffic. Both fluent and congested traffic con-495

ditions are considered. The former case is char-
acterized by 150 vehicles/km2 on average, whereas
an average density of 230 vehicles/km2, with car
queues at some junctions, characterizes the latter
case.500

Sensing and delivering. A parametric portion
of vehicles δ (δ ∈ [0, 1]) is assumed equipped with an
OBU. As summarized in Table 2, results will either
assume a low density of OBUs in the scenario, due
to fluent traffic and δ = 0.1, or a high density of505

OBUs, due to congested traffic and δ = 1. The
former case corresponds to what can be expected
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Table 1: Simulation parameters and output figures.
Inputs

Symbol Meaning Assumed values

E Effective radiated power (EIRP) 23 dBm

Prmin
Receiver sensitivity -85 dBm

Gr Antenna gain at the receiver 3 dB

γmin Threshold signal to interference plus noise ratio 10 dB

dtx Transmission range in the absence of obstacles and interferers
Variable from 50 to 400 m

(200 m if not specified)

δ Rate of vehicles equipped with OBUs 0.1 or 1

B Payload size of MAC frames
Variable from 50 to 1000 bytes

(100 bytes if not specified)

Ts Period of acquisition from sensors at the OBU
Variable from 0.1 to 30 s

(10 s if not specified)

λ Data generation rate 1/Ts packets/s

TMAX Time limit before a cellular transmission is required 300 s

NMAX Maximum number of packets before a cellular transmission is required 1000

Outputs

Symbol Meaning Range

Γ
Average rate of OBUs that are connected ∈ [0, 1]
to any RSU through one or multiple hops

SR Rate of saved cellular resources ∈ [0, 1]

h Average number of hops per packet ≥ 0

Σ Average number of bits per second collected by RSUs ≥ 0

(a) Contacts (KP-P). (b) Non repeated contacts (MCP-g). (c) Connectivity improvement (CI).

Figure 4: Locations selected for the RSU deployment with the order defined through different algorithms. One or more circles
are used to point out the first ten RSUs, 2 or more circles for the first six RSUs, three circles for the first three RSUs.

in a near future inside the major cities in common
traffic conditions, while the latter one refers to a
wide diffusion of OBUs and rush hour conditions.510

The OBU acquires from on-board sensors sev-
eral vehicle parameters, referred in the following
as measured data and generates a new packet ev-
ery Ts seconds, that is, with a data generation rate
λ = 1/Ts p/s (abbreviation for packets/s). Mea-515

sured data are stored in the OBU transmitter queue
until transmitted to the remote control center, fol-
lowing the procedures and algorithms described in
Section 2.4.

Channel Model. We assume that V2V and
V2R communications are carried by means of
WAVE, and we refer to the following propagation
model

PL(d) = PL0(1) + 10β log10(d) (2)

where PL0(1) is the free space path loss at 1 meter520

distance, β is the path loss exponent, and d is the

Table 2: Assumed OBU densities.
Density of OBUs Traffic conditions δ

Low density Fluent traffic (150 vehicles/ km2) 0.1

High density Congested traffic (230 vehicles/ km2) 1

distance in meters.

A threshold model is then assumed for the packet
error rate, with a shadowing effect due to buildings:
a transmission between two devices is possible only525

if the virtual line connecting them do not cross any
building and the received power Pr is higher than
the receiver sensitivity Prmin ; a transmission suc-
cessfully completes if the average signal to noise and
interference ratio (SINR) is higher than a threshold530

γmin, otherwise an error (or a collision) occurs.

This model is similar to the one adopted in pre-
vious works, such as [41] and [47], with the addition
of the realistic effect of buildings, well motivated for
example in [48]. Despite its simplicity, the thresh-535

old model is well suited to the characterization of
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IEEE 802.11p physical layer performance in real en-
vironments, as shown in [49] where measurements
are reported.

Defining the maximum transmission range dtx as540

the distance that corresponds to γmin in the ab-
sence of obstacles and interference, in the following
various values for β (between 2.42 and 3.72) will be
considered, corresponding to a different maximum
transmission range dtx (between 50 and 400 me-545

ters). dtx = 200 m is used when not differently
specified, corresponding to β = 2.75, coherently
with measurements shown in [50].

Medium access control. The carrier
sense multiple access with collision avoid-550

ance (CSMA/CA) MAC procedure foreseen
by IEEE802.11p is reproduced in details, with
the sensing and random access procedures, with
collisions and retransmissions, and also including
hidden terminals, exposed terminals, and capture555

effects. The payload of MAC frames is assumed
of B bytes, with B = 100 bytes if not otherwise
specified.

Output figures. The system performance is
evaluated in terms of the following metrics:560

• SR, which is the ratio of cellular resources that
can be saved through the use of short range
transmissions,

SR , 1− ϕcell

ϕgen
=
ϕRSU

ϕgen
(3)

where ϕcell is the number of packets trans-
ferred using the cellular network, ϕgen is the
overall number of packets generated, and ϕRSU

is the number of packets transferred to any
RSU using V2V and V2R communications; the565

last equality is a consequence of criteria A.2
(unicast transmissions) and B.3 (single copy
per packet), that ensure ϕgen = ϕRSU + ϕcell;

• h, which is the average number of hops per
packet,

h ,
ϕV 2X

ϕgen
(4)

where ϕV 2X is the number of successful V2V
and V2R transmissions;570

• Σ, which is the average amount of bits per sec-
ond received by the RSUs,

Σ ,
ϕRSU ·B · 8

Tsim
(5)

where Tsim is the simulation duration.

All results are obtained by averaging the outputs
of 30 simulation runs in the low density case and 5
simulation runs in high density case.

4. Numerical Results575

The following numerical results allow considera-
tions on the achievable connectivity level and suit-
ability of the possible locations for RSU deployment
in Section 4.1, on the validation of the proposed
routing algorithms in Section 4.2, and on the cellu-580

lar resource saving in Section 4.3. Finally, in Sec-
tion 4.4 an adaptive algorithm taking advantage of
the best of both VSGF and VSDV is proposed and
validated.

4.1. Connectivity and RSU Positioning585

As a first step, the placement of RSUs must be
defined. To achieve this objective, we applied the
three algorithms of Section 2.3 to the Ω = 24 possi-
ble RSU positions, with ∆T = Tsim and high den-
sity traffic; a transmission range of dtx = 50 m was590

used for the CI algorithm.
In Fig. 4, the ordered position of the RSUs is

shown for the three algorithms. In our scenario,
all algorithms agree in the placement of the first,
second, and forth RSUs. Compared to the simpler595

KP-P algorithm, MCP-g favorites locations that are
farther to each other. Despite the higher complex-
ity, CI provides the same first five positions as KP-
P.

Before comparing the algorithms, np and Γ (with600

dtx = 50 m) are shown in Fig. 5 for all the 24
candidate locations; RSUs are taken in the order
provided by KP-P. It is interesting to observe that
the metric np, which is easily measurable, shows a
good agreement with Γ, which is, on the contrary,605

obtainable only with a more complex analysis (i.e.
through simulations).

A comparison of the positioning algorithms is
shown in Fig. 6, where Γ as a function of NRSU is
considered, for various values of dtx and both high610

and low density conditions. In general, the increase
of NRSU does not linearly increase the value of Γ;
on the contrary, in most cases the increase of Γ is
quite smooth.

Comparing the three positioning algorithms, sim-615

ilar values of Γ can be observed. In spite of the
additional information required to identify the ve-
hicles crossing each junction, the MCP-g does not
improve the performance of KP-P, except for the
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Figure 6: Impact of the number of RSUs and comparison of RSU placement algorithms. Γ versus NRSU for the three placement
algorithms, with various dtx and for both low and high density conditions.
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Figure 5: np vs. Γ for all candidate locations. dtx = 50 m.
RSU locations are ordered through KP-P.

high density case with dtx = 100 m. Focusing on620

the most complex algorithm CI, the improvement in
terms of Γ compared to KP-P appears to be negligi-
ble. Similar conclusions can be obtained by observ-
ing the metric SR, although results are not shown
here for brevity. For these reasons, the RSU place-625

ment obtained through KP-P will be adopted in the
following.

4.2. Performance of Routing Algorithms.

In this section, performances of VSGF and VSDV
are presented and compared to those of GF, GPSR,630

HEAT, and LET.
Results are shown in Fig. 7 for the case of a

single RSU and assuming either low or high density
of OBUs. Figs. 7(a) and 7(c) refer to low density

conditions, whereas Figs. 7(b) and 7(d) refer to635

high density conditions. In both cases, results show
SR and h, varying λ.

Starting from Fig.7(a), we can observe that hop
count based algorithms (VSDV, HEAT, and LET)
perform similarly, as well as position based ones640

(VSGF, GF, and GPSR). Significantly different
performance between the two groups can be ob-
served only for λ < 1 p/s: in such conditions, posi-
tion based algorithms outperform the others. This
can be explained by observing that position based645

algorithms get data closer to the RSUs even in the
absence of a multi-hop connection to an RSU. This
effect reduces with a high value of λ because per-
formance tends to be limited by the maximum data
rate supported by the RSU, that becomes the bot-650

tleneck. Furthermore, the performance difference
between the two groups reduces as the OBU den-
sity increases, as evident in Fig.7(b).

The main lessons provided by Figs.7(a) and 7(b)
are, however, the following: firstly, that a signifi-655

cant percentage of cellular resources can be saved
(unless the network load is too high) and, secondly,
that VSDV and VSGF, despite their simple im-
plementation, have the same performance of their
more complex siblings in the same class.660

Moving the attention on the metric h, investi-
gated in Figs. 7(c) and 7(d), we can observe that,
as expected, the lowest numbers of transmissions
per packet are generally achieved with hop count
based algorithms. The exception represented by665

HEAT, that in high density conditions provides
higher values of h than LET and VSDV, is due to a
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Figure 7: Comparison of the routing algorithms. SR and h versus λ, with NRSU = 1.

longer time needed to update the information about
neighbors when modifications occur in the topology.
Figs. 7(c) and 7(d) also confirm that GPSR is not670

an efficient solution for the local minimum problem
due to the long paths it generates.

Concerning Figs. 7(c) and 7(d) we observe that
a lower value of h is obtained for high values of
λ. This phenomenon is due to the fact that as675

λ increases, the amount of queued packets in the
on-board transmitters increases as well. As a con-
sequence, the probability that Nmax is reached in-
creases, this condition triggers the use of the cellu-
lar network to send the messages, and the average680

number of transmissions per packet tends to de-
crease.

Note also that VSDV and VSGF tend to provide
similar (or also better) performance of the other
protocols of the same group; this confirms that685

VSGF and VSDV are suitable solutions for the en-

visioned application.

4.3. Cellular Resource Saving in VSNs

Figs. 8, 9, and 10, provide insights in cellular
network saving in VSNs.690

More specifically, in Fig. 8, SR is shown as
a function of dtx, for different traffic conditions,
RSU deployments, and routing settings. Specif-
ically, Fig. 8(a) has been obtained considering
V2I and V2R communications only (thus with-695

out V2V communications and routing algorithms),
while Figs. 8(b) and 8(c) have been obtained con-
sidering also V2V communications with VSGF and
VSDV routing, respectively.

In Fig. 9, SR is shown varying the payload size B700

for VSGF or VSDV, with a single RSU and both
low and high density conditions.

In Fig. 10, Σ is shown varying λ, with high den-
sity conditions and various deployment cases (1, 3,
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Figure 8: Impact of V2V and comparison between VSGF and VSDV. SR versus dtx. NRSU = 1, 3, and 6.
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3, and 6.

and 6 RSUs), for VSGF and VSDV. Σ is strictly705

related to SR, and allows the quantification of the

saved resources in terms of bits/s.
Looking at these figures, several conclusions can

be drawn:

• The only adoption of V2I and V2R communi-710

cations (Fig. 8(a)) provides a significant cellu-
lar resources saving: more than 20% of saving
can be observed in the worst case of dtx = 50 m
and a single RSU, more than 70% with 6 RSUs
and dtx > 200 m;715

• The density of OBUs has a limited impact on
SR in the case of exclusive use of V2I and V2R
communications (Fig. 8(a)). On the contrary,
it has a great impact when V2V is also consid-
ered (Figs. 8(b) and 8(c));720

• In all cases, SR increases in the presence of
V2V (with both routing strategies); the differ-
ence becomes significant when a single RSU is
deployed and dtx > 200 m;

• With regard to Fig. 9, B has almost no impact725

on results in low density conditions; in such
case, since nodes are sparse and network load
is limited, the main issue is low connectivity.
On the contrary, in high density conditions, a
larger value of B reduces SR, with an impact730

very similar to an increase of λ;

• Under low network load conditions (Fig. 8 and
λ 6 0.1 p/s in Fig. 10), the presence of a single
RSU in a strategic position can lead to results
that are comparable to those achieved with735

many RSUs. As the data generation rate in-
creases, the wireless channel at the RSU tends
to saturate and the number of RSUs in the
scenario gets more importance (Fig. 10 with
λ > 0.1 p/s);740
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• VSGF, that tries to get packets closer to the
RSU even if a path is not available, is more
effective than VSDV in sparse networks with
low connectivity (Figs. 8(b) and 8(c), and low
density in Fig. 9);745

• As can be observed in Figs. 8(b) and 9, in
high density conditions and low network load,
the value of SR obtained by VSGF is lower
than 1 in most cases; this is due to the prob-
lem of local minima discussed in Section 2.4.750

We also observe that the impact of local min-
ima depends on the conditions; in particular,
the deployment of more RSUs do not always
guarantee an increase of SR; for example, with
dtx = 200 m and λ = 0.1 p/s in high density755

conditions (Fig. 8(b)), the local minima impact
more with NRSU = 6 than with NRSU = 1;

• VSDV appears very effective in high density
and low network load conditions (λ 6 0.1 p/s),
allowing to deliver almost the 100% of packets760

through RSUs when B 6 300 bytes and dtx >
200 m, even in a scenario with a single RSU
(Figs. 8(c) and 9);

• VSGF provides the highest SR in high den-
sity and high network load conditions (large B765

in Fig. 9 and high λ in Fig. 10). In this case,
VSDV finds routes (towards an RSU) that tend
to be longer, in terms of number of hops. This
effect increases the average number of trans-
missions per packet, and the network tends to770

saturate for smaller values of λ.

4.4. Performance of an Adaptive Approach

As shown in the previous sections, the two pro-
posed algorithms are both very effective but tend
to give their best performance under different con-775

ditions. In particular, VSGF suffers from the prob-
lem of local minima, preventing to reach the 100%
of resource saving even in high density scenarios,
whereas VSDV provides lower SR when the network
connectivity is reduced. Furthermore, in heavy net-780

work load conditions VSDV is less effective.
To adaptively take the best from both algo-

rithms, we propose to adopt the vehicular sen-
sor adaptive GF/DV (VSAGD) protocol, that uses
VSDV whenever nh is lower than nhMAX and the785

network is assumed far from congested, and VSGF
otherwise. More specifically, when nh is lower than
nhMAX , VSAGD assumes the vehicular network
overloaded (thus switching to VSGF) if more than q

packets are waiting in the transmission queue. Here790

the value of q has been heuristically optimized to
5 for the considered scenario (simulations are not
shown for brevity). Obviously, adopting VSAGD
implies accepting both the limitations of VSGF and
VSDV: a location service is required for the RSU795

positions and two new fields must be introduced in
the beacon frames.

Results, comparing VSAGD to VSGF and VSDV
in terms of SR, with a single RSU and varying its
position, are shown in Fig. 11, both with low and800

high density of OBUs. As observable, in low density
conditions (Fig. 11(a)) VSAGD performs similarly
to VSGF. In such case, in fact, nodes are sparse, a
path towards the RSU is often not available, and
VSDV is less effective. Indeed, the exploitation805

of the hop count by some nodes in the neighbor-
hood of the RSU allows even a small improvement
of VSAGD compared to VSGF. Fig. 11(a) also al-
lows to observe the different SR that are achieved
varying the position of the RSU. Focusing on high810

density conditions (Fig. 11(b)), on the other hand,
VSAGD provides a value of SR close to 1, like
VSDV. Local minima are avoided in this case: the
high connectivity level characterizing the scenario
makes paths often available from OBUs to the RSU,815

and the hop count based approach allows to easily
find such paths.

The effectiveness of VSAGD is also demonstrated
through Fig. 12, where SR is shown varying NRSU ,
with a high density of OBUs and either low or high820

network load (λ = 0.1 p/s and λ = 2 p/s, respec-
tively). As observable, VSAGD provides an SR

which is always equal or even higher than VSGF
and VSDV, both with λ = 0.1 p/s and λ = 2 p/s.
More specifically, VSAGD exploits the hop count825

in low density conditions (λ = 0.1 p/s), provid-
ing an SR close to 1. In high density conditions
(λ = 2 p/s), VSGF performs better than VSDV
when few RSUs are available and several OBUs are
thus not able to empty their queue (NRSU < 3),830

whereas the opposite is observable for a larger num-
ber of RSUs. In all cases, the performance of
VSAGD is similar to the best of VSGF and VSDV.

The cellular resource saving obtainable with
VSAGD is also observable in Figs. 11 and 12. Under835

limited network load traffic and the use of a single
RSU more than 70% resources can be saved in low
density conditions, and up to almost 100% in high
density conditions (Fig. 11). Similar performance
is also observed for high network traffic load, but at840

the cost of the deployment of more RSUs (Fig. 12).
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Figure 11: Effectiveness of the adaptive algorithm VSAGD. SR deploying a single RSU.

5. Conclusion and Future Work

In this work we discussed the use of WAVE to re-
duce the need of cellular networks in VSNs. More
specifically, we compared various algorithms to se-845

lect the positions of the WAVE RSUs and various
algorithms to route packets from OBUs to RSUs
through short range communications. Focusing on
RSU placement, a simple algorithm based on the
number of vehicles crossing the candidate locations850

was shown to provide as good results as more com-
plex ones. Concerning routing, we identified the
criteria that are needed for VSNs and selected two
classes of protocols: distance based and hop count
based schemes. We compared several algorithms of855

the two classes and proposed an adaptive protocol,
named VSAGD, that tries to obtain the benefits of
both categories.

The results showed that, in a reference urban sce-
nario with both sparse and dense network condi-860

tions, WAVE is indeed able to significantly reduce
the use of cellular networks, with simple routing
protocols and few RSUs. For low and medium net-
work load conditions, the use of VSAGD was shown
to enable more than 70% saving, with a single RSU865

in an area of 2.88 km2; when the node density is
sufficiently high to obtain a good connectivity level,
the saving approaches 100%. Under high network
load conditions, the same saving is still achievable,
but requires the deployment of more RSUs.870

The results also reveal that, although RSU place-
ment and routing protocols have some improvement
margin, the main bottleneck, in the presence of high
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Figure 12: Achievable saving with the proposed settings and
impact of NRSU and network load. SR versus NRSU . High
density of OBUs.

network load, appears to be the PHY and MAC
layers of IEEE 802.11p standard. In particular,875

the overhead required by the CSMA/CA mecha-
nism and the impact of hidden terminals tend to
reduce the performance significantly. To this aim,
new solutions to reduce the collision probability and
improve the efficiency in the use of the channel880

must be foreseen; this may include modifications
at the PHY layer and different mechanisms for the
multiple access, with the adoption, for instance, of
OFMA-based schemes.
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